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This paper presents Ericsson’s strategic 
perspective on compute and acceleration
technologies for Cloud RAN, with four key 
insights.

1. Selected Function Hardware 
Acceleration (SFHA) remains our preferred 
option for Cloud RAN. The industry is 
increasingly moving in this direction 
evidenced by customer deployments, 
recognizing the balance SFHA provides 
between performance and flexibility. 
This approach supports portability across 
hardware generations and cloud-native 
principles, making it a robust choice for 
future-proofing network infrastructure.
 
2. Current use of acceleration is focused 
on Forward Error Correction (FEC), but 
there are additional RAN functions that 
can benefit significantly from hardware 
acceleration. Sounding Reference Signals 
(SRS) and encryption are prime candidates. 
This expansion underscores our 
expectation that more, not fewer, functions 
will leverage acceleration technologies 
moving forward. Consequently, all-
software solutions face challenges in
matching the efficiency and performance 
of architectures that incorporate targeted
hardware acceleration.

3. Portable Cloud RAN applications are key 
to enable exploration of potential future
compute options such as Reduced 
Instruction Set Computer (RISC) based 
CPU architectures as a complement to 
the leading x86 architectures. Supporting 
ecosystem innovation without driving 
fragmented stacks is important to 
improve scaled economics in Cloud RAN 
deployments. While x86 CPUs with 
integrated accelerators currently offer a
mature, energy-efficient solution for 
key RAN functions including support 
for inference of AI models in RAN, the 
combination of CPUs and GPUs can 
potentially introduce new capabilities  
—particularly for high-capacity 
deployments and AI-driven use cases.

4. Technical evaluations alone are not 
sufficient to determine feasibility to achieve
commercial scale. Ecosystem maturity, 
market demand, and pricing are factors 
that differentiates technology exploration 
from commercially supported solutions. 
While RISC-based options including 
use of GPU for acceleration present an 
interesting technical proposition, there are 
challenges related to ecosystem support, 
power consumption and price to value 
to be resolved before such solutions are 

not at the level required for widespread 
deployment.

In summary, our strategic focus on portable 
Cloud RAN application and Selected
Function Hardware Acceleration is 
reinforced by market trends and the 
expanding scope of functions that benefit 
from acceleration. We continue to evaluate 
emerging technologies, such as RISC CPUs, 
while maintaining a pragmatic approach to
commercial viability. This ensures that 
our Cloud RAN solutions remain at the 
forefront of innovation, delivering high 
performance, flexibility, and efficiency to 
meet the evolving needs of mobile network 
operators.

Cloud RAN disaggregates software from hardware, 
enabling deployment on commercial off-the-shelf 
(COTS) infrastructure. As RAN workloads grow in 
complexity, compute platforms must evolve to meet 
performance, flexibility, and efficiency demands. This 
includes leveraging general-purpose CPUs alongside 
integrated and external accelerators.
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At its core, Cloud RAN disaggregates the RAN compute 
baseband software from the hardware, delivering the 
corresponding functionality through software running on 
commercial off-the-shelf (COTS) hardware. Cloud-native 
tools and processes are used to manage both software 
and hardware, with the software ideally running on any 
suitable COTS hardware, with or without integrated 
accelerators for improved performance, and with the 
goal of maximizing the portability of software on a range 
of different hardware.

About Cloud RAN01

This means that RAN software should 
be capable of being deployed in many 
different ways. It could be on cloud 
hardware on a far-edge site in what is 
called a Distributed RAN (D-RAN), or in 
a edge data center owned or leased by a 
Mobile Network Operator (MNO) to form a 
Centralized RAN (C-RAN) architecture. 

Different parts of the RAN software stack 
have different requirements. On the one 
hand, some parts of the RAN software 
stack are well-suited to run on CPUs that 
allow for a high degree of programmability. 
This enables the RAN software to easily 
evolve to support new functionalities 
and services. In addition, the CPUs allow 
to leverage from the large number of 
software development tools available 
from the cloud community. On the other 
hand, some parts of the RAN software 
stack are very compute intensive and 
have very tight latency requirements. 
These functions could run on CPUs, but for 
advanced radio configurations many CPU 
cores may be needed, making the overall 
solution inefficient. For this reason, the 
use of specialized hardware acceleration 
technologies is required to reach efficient 
high-capacity solutions, especially for 4G 
and 5G macro sites that include Massive-
MIMO radio configurations. As a result, the 
industry must carefully consider and plan 
how to implement the individual parts of 
the RAN stack.

The RAN Layer 1 (L1) protocols include 
some of the most compute intensive 
functions. There have been traditionally 

two main approaches for implementing 
L1 Acceleration in Cloud RAN, namely 
Selected Function Hardware Acceleration 
(also known as look-aside) and Full Layer 
1 Acceleration (also known as in-line). In 
SFHA, only specific compute-intensive L1 
functions are offloaded to the hardware 
accelerator using standardized interfaces, 
while all the other L1 functions run on 
CPUs. In Full L1, all the L1 functions are 
offloaded to an accelerator. Among these 
two options, only the SFHA enables true 
hardware-software disaggregation and 
reap the benefits of Cloud RAN. To explain 
this, we provide below a simple qualitative 
comparison based on three key KPIs: 
energy efficiency, software portability, 
cloud-nativeness. 
 
Energy-efficiency is one of the key 
metrics for network performance, and 
it is generally measured in terms of the 
amount of system bandwidth processed 
relative to system energy consumption. 
Ericsson constantly assesses and compares 
different hardware options for both SFHA 
and Full L1 Acceleration. Our conclusion 
is that they offer similar level of energy 
efficiency, with the best solution at a given 
point in time usually depending on the 
latest available hardware.

Portability refer to the capability of 
porting software from one platform to 
another, meaning for example (1) from 
one hardware vendor to another or (2) 
from one hardware generation to the next 
from the same vendor. Portability is key 
to avoid vendor lock-in and enable use 

of technological advancements on new 
hardware generations. SFHA  achieves a 
very high level of portability, since most of 
the RAN software (L3, L2 and large parts 
of L1) run on CPUs. It is proven possible to 
port software across different CPU vendors 
and CPU generations with relatively small 
effort and, in addition, there are lots of 
tools to make the porting efficient. On 
the other hand, Full L1 Acceleration does 
not offer any portability, since the entire 
L1 software becomes tied to the selected 
hardware vendor. In turn, this means that 
Full L1 Acceleration creates hardware 
lock-in.

Cloud-nativeness,  a key benefit of 
adopting Cloud RAN is the ability to 
employ common operational systems and 
practices across the network, simplifying 
deployment and life cycle management 
(LCM) of resources. The SFHA is abstracted 
using standardized open-source interfaces, 
such as the Wireless Baseband Device 
Library (BBDev) framework. This enables 
the use of standard cloud software 
management tools for the RAN software. 
On the other hand, when using the Full L1 
Accelerator, the hardware on-boarding, 
configuration, management, abstraction 
and the accelerator software life cycle 
management using existing orchestration 
tools are some of the areas that still need 
development. 
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The ultimate benefit of Cloud RAN is 
the flexibility and scalability it provides 
to MNOs. It allows operators to choose 
hardware and cloud infrastructure that 
best suit their needs, budget, and business 
model. Choosing the right architecture 
and configuration of hardware and 
acceleration can help MNOs reap the 
full benefits of Cloud RAN. This creates 
conditions to use software from the 
industry’s leading RAN solutions and 
match the performance of purpose-built 

hardware and software deployments. The 
assessment above clearly shows that these 
objectives can only be achieved using 
SFHA. For this reason, the entire industry is 
moving in this direction. In the next session, 
we will discuss what RAN functions 
benefit from being accelerated using this 
technique. 
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There are different RAN functions that benefit from 
hardware acceleration. We already discussed in the 
previous chapter about compute-intensive L1 functions. 
There are also some advanced security protocols that 
benefit from being accelerated in hardware to reach high 
efficiency. Finally, as AI become embedded in RAN, the 
use of hardware acceleration technologies can be helpful 
to optimize the efficiency of AI algorithms. 

Acceleration 
technology to 
meet Cloud RAN 
requirements 

02

For stable and highly standardized 
repetitive functions in L1, that are 
well-structured and require continuous 
processing, acceleration is needed with the 
goal of using the CPU capacity for other 
complex RAN operations, thus enhancing 
performance. Two L1 functions that will 
benefit from hardware acceleration are: 
(1) Forward Error Correction (FEC) and 
(2) Sounding Reference Signals (SRS)
processing.

Forward Error Correction (FEC)   
L1 FEC is an error correction technique 
to detect and correct a limited number 
of errors in transmitted data from a user 
without the need for retransmission. It is a 
key function for wireless communication 
systems. The L1 FEC could be implemented 
on a standard CPU with optimized 
software. However, in a high-capacity 
system, it would require a substantial 
amount of computing resources, and as 
a result, it is highly desirable to offload 
that computing to a hardware accelerator. 
This can be seen as a similar approach 
to previous computing evolutions when 
floating point accelerators were introduced 
to offload a CPU. Another reason that 
makes L1 FEC suitable for hardware 

acceleration is the fact that it is a stable 
and standardized procedure. Therefore, 
it is not foreseen to experience the same 
level of evolution as other L1 functions, 
such as beamforming, for which it is 
expected that algorithms will continuously 
mature over time with new innovative 
solutions to improve radio performance. 
For L1 functions for which a high degree 
of innovation is expected, it is beneficial to 
leverage on the programmability of CPUs.   

Sounding Reference Signals (SRS) are 
sent from the User Equipment (UE) to the 
RAN, so that the RAN can estimate the 
quality of the radio channel and perform 
beamforming. SRS-based beamforming 
is a key feature to improve downlink (DL) 
performance and capacity in mid-band 
TDD M-MIMO deployments. A key part 
of SRS-based beamforming is the SRS 
channel estimation process. SRS channel 
estimation is a compute intensive functions 
as it requires to perform FFT (Fast Fourier 
Transform) and iFFT (inverse FFT) on a 
large amount of SRS data. To offload the 
CPUs, it is beneficial to offload the FFT/
iFFT parts of the SRS channel estimation 
to a hardware accelerator. FFT/iFFT are 
well standardized processes that are not 

expected to experience a high degree of 
evolution and for this reason are suitable 
to be implemented in hardware, while the 
channel estimation decisions are better 
suited for CPUs since they will evolve over 
time. 

As mobile networks become increasingly 
part of nations critical infrastructure, 
security becomes a key factor. Growing 
focus on security for mobile networks can 
be seen by looking at the increasingly 
stricter requirements set by regulators, 
such as Cybersecurity and Infrastructure 
Security Agency (CISA). There are multiple 
security protocols that can be implemented 
in a Cloud RAN solution to protect from 
external attacks. Some of these protocols, 
such as Air Interface Ciphering and 
Integrity Protection, IP Security (IPSec), 
MAC Security (MACSec) are compute-
intensive and are well suited for hardware 
acceleration. Crypto accelerators can be 
used to offload these functions.
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 Air Interface Ciphering and Integrity 
Protection are functions executed in the 
Packet Data Convergence Protocol (PDCP) 
layer of the RAN. They are used to protect 
the air interface and ensure confidential 
communications between the RAN and 
the UE.

Transport (IPSec and MACSec) are 
protocols designed to protect the 
connection between different parts of the 
RAN. IPSec can be used, for example to 
protect the backhaul links between RAN 
and Core, that are based on the Internet 
Protocol (IP). Similarly, MACSec can be 
used to protect the fronthaul links between 
the CR node and radio units, as with the 
advent of packet fronthaul these links are 
typically based on Ethernet. 

Finally, AI-RAN is becoming an 
increasingly interesting topic for research 
and development. AI has the potential to 
improve RAN performance by replacing 
traditional algorithms with AI-based 
solutions. AI solutions typically include a 
training and an inferencing component. 
The training is typically done on a large 
amount of network data to generate AI 
models. These AI models are then used 
during network operation for inferencing 
i.e., taking decisions. While AI training 
for RAN can be centralized and executed 
in external data centers, AI inferencing 
needs in most cases to be executed locally 
together with the RAN software due to the 
stringent latency requirements imposed 
by the RAN protocols. AI can be applied to 
all layers of RAN, including L1, L2 and L3. 

AI-based solutions are known for being 
computationally intensive, especially when 
it comes to training but potentially also 
for inferencing. Since inferencing needs to 
be executed locally together with the RAN, 
and since the vector multiplications needed 
are repetitive and standardized also for 
complex models the use of hardware 
accelerators may be beneficial to offload 
the CPUs.
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Today, most of the commercial Cloud RAN 
deployments are based on x86 CPUs with 
integrated specific-purpose accelerators, 
see figure 1. This type of infrastructure has 
already matured over several years and 
offers an efficient and reliable solution for 
building commercial-grade Cloud RAN 
products. The x86 CPUs are powerful to 
cater for demanding RAN functions in 
an effective way, including most of the 
L1. Specific-purpose RAN accelerators 
integrated in the CPU allow to offload the 
FEC and soon also SRS processing. Given 
that the accelerators are integrated in the 
CPU, there is a low round-trip time between 
the CPU and the accelerator, which offers 
opportunities to optimize performance. In 
addition, since the accelerators are fully 
optimized for RAN functions, they provide 
good energy-efficiency. On top of it, these 
solutions can be complemented with 
external crypto accelerators for security as 
well as accelerators that are designed for 
matrix-calculations that are at the core of 
AI inferencing.  
 
Another promising solution available on 
the market for Cloud RAN deployments is 
based on RISC CPU and GPU (Graphical 

Process Unit). The GPU can be tightly 
integrated with the CPU using high-speed 
links and it can be used as a programmable 
accelerator, see figure 2. This solution 
offers the potential to build high-capacity 
Cloud RAN solutions. The GPU can be used 
to accelerate selected L1 functions, and it 
offers a platform for advanced AI training 
and inferencing. However, there are still a 
few challenges that need to be addressed 
for this solution to be commercially viable. 
The GPU draws higher power compared 
to purpose-built accelerators and further 
assessment is needed to evaluate its tecno-
economic suitability, especially for far edge 
(D-RAN) deployments. The combined 
CPU and GPU approach has potential to 
become more interesting if it is proven 
possible to dynamically share the GPU 
resources between RAN and AI workloads, 
since this would offer the possibility for 
Communication Service Providers (CSP) 
to monetize on their infrastructure when 
it is not used for RAN (e.g., by selling GPU 
tokens for AI computing at the edge). 
However, the technical feasibility of this 
dynamic sharing is still not proven, and it 
is an open question whether it justifies the 
added complexity of orchestrating different 

workloads on the same infrastructure. 
This also implies the need to work on 
standardization, for instance through 
O-RAN Alliance and other standardization 
bodies. 

Other solutions available on the market are 
based on either x86 CPUs or RISC CPUs 
combined with external (pluggable) stand-
alone specific-purpose accelerators. These 
solutions can enable efficient Cloud RAN 
deployments, even if they suffer to some 
extent due to the added latency between 
the CPU and the accelerator. There are 
several flavors of this solution that could 
lead to different levels of efficiency and 
performance. These solutions can also be 
complemented using either integrated or 
stand-alone crypto and AI accelerators.

There are different types of CPUs and accelerators in the 
market that can be used for Cloud RAN. When it comes 
to CPUs, the x86 ecosystem is already mature to build 
commercial Cloud RAN solutions while RISC-based 
architectures offer an interesting alternative for the future. 
When it comes to hardware accelerators, they can be 
categorized based on (1) whether they are integrated 
with the CPU or stand-alone and on (2) whether they are 
specific-purpose or programmable.

Hardware options 
for Cloud RAN03
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The x86 ecosystem represents 
a mature and reliable choice 
for commercial Cloud RAN 
deployments, offering proven 
performance and widespread 
industry support. Alternatively, 
RISC-based architectures are 
emerging as promising contenders 
for future implementations, 
with potential improvements in 
efficiency and adaptability.

Acceleration architecture 
Hardware accelerators are 
categorized by their integration 
with the CPU. Integrated 
accelerators are built directly 
into the CPU, ensuring seamless 
processing and reduced latency. 
Stand-alone accelerators function 
independently, delivering dedicated 
processing power that can enhance 
performance for specific tasks.

Accelerator type
Accelerators can also be 
differentiated by their purpose. 
Specific-purpose accelerators 
are optimized for particular tasks 
within Cloud RAN, providing 
targeted efficiency. Programmable 
accelerators offer versatility, 
allowing configuration for a variety 
of tasks and adapting to evolving 
deployment needs.

Figure 1: x86 Acceleration architecture Figure 2: RISC Acceleration architecture
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The market offers many different technology 
options for supporting Cloud RAN workloads. 
Besides the important criteria established to assess 
technical feasibility; energy efficiency, portability 
and cloud-nativeness it is also important to consider 
wider ecosystem support, market demand and 
price-to-value ratio when prioritizing which options 
to enable for commercial deployment at scale. 

From technical 
feasibility to 
commercially 
scalable 

04

Ericsson believes that a highly portable 
Cloud RAN workload which can cater to 
different technology options, attractive 
enough, to warrant a commercially 
scalable solution is a very important 
objective and necessary in order 
to have a meaningful technology 
differentiation compared with well-
established purpose-built hardware 
options. Pairing Cloud RAN software 
with specific hardware components is 
essentially a purpose-built solution in 
a new form factor and can prevent the 
flexibility value that comes from having 
a hardware that can be supported 
by different RAN software vendors. 
This is why Ericsson views standard 
interfaces to access acceleration 
functions and abstraction layers for 
conversion of necessary instruction 
sets as fundamental to the growth of 
the Cloud RAN hardware ecosystem. 
This can enable individual vendors of 
hardware and acceleration hardware to 
drive independent innovation without 
automatically fragmenting industry 
uptake. The process of enabling 
additional options relies on three main 
factors. 

Ecosystem support, to be able 
to deploy commercially, the bare 
minimum requirement is to have a 
Cloud RAN application with a proven 

interoperability towards a reference 
configuration consisting of (i) a server 
provided by an OEM with a bill of 
material that includes the CPU and 
accelerator options above and (ii) a 
Containers as a Service (CaaS) layer 
that meets the requirement of the 
workload and supports the hardware 
options in use. More commonly, the 
requirement is to demonstrate the 
ability to support a deployment 
throughout its full life cycle which 
often spans many years and includes 
continuous updates and upgrades 
across the stack. Additionally, 
introduction of Cloud RAN also 
comes with operational requirements. 
Therefore, there is a segmentation 
in technical and commercial support 
within the ecosystem. 

Market demand, the Cloud RAN 
workload is technically demanding and 
the market segment is still evolving. 
In this stage of technology uptake, 
it is normal to have many different 
options that can demonstrate technical 
feasibility. Especially early follower 
CSPs tend to favor solutions that 
have a track record of demonstrated 
deployments as it lowers the entry risk 
when exploring a new technology. This 
is known as first mover advantage and 
means that any challenger solution 

typically needs to demonstrate 
superiority to draw serious attention 
from CSPs. CSPs tend to encourage 
options but award leaders.  

Price to value ratio, technical feasibility 
is only a partial response to establish 
commercial viability. Total cost of 
ownership targets are well established 
in the market and are based on mature, 
purpose-built compute options. The 
price of hardware components is a 
substantial part of the active equipment 
in a RAN Capex evaluation so the ability 
to combine high technical performance 
with an attractive price point is very 
important for generating market 
demand. Simultaneously, to be able to 
provide multi-year ecosystem support 
require a fundamentally healthy value 
chain to be able to scale effectively. 
CSPs generally welcome short term 
price incentives to drive adoption, but 
they also understand the value of 
reliable partnerships where vendors can 
be profitable enough to invest in future 
technologies. 
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Ericsson as a provider of a Cloud RAN 
application collaborate broadly to assess 
the current and future potential of different 
CPU and accelerator options and to form 
an opinion on prioritization taking both 
technology potential and market demand 
into account. 

Ericsson Cloud RAN partner categories: 
To communicate our perspective on the 

status of different options we distinguish 
between technology partners and solution 
partners. Technology partners include 
specific technical collaboration projects 
and inter-company agreement on joint 
objectives of the partnership. Progressing 
to solution partner means that we expand 
to also include arrangements to support 
scaled commercial deployments together 
with partners. There is a significant step-

change in effort between completion of 
a first integration to demonstrate basic 
interoperability and assess potential 
compared with enabling a scalable 
solution with the expectation of providing 
multi-year commitments towards a global 
customer base.
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The future of Cloud RAN is poised for significant 
advancements, driven by the need for more flexible, 
efficient, and scalable network solutions. As we look 
ahead, several key trends and strategic directions 
will shape the evolution of Cloud RAN.

The future is 
in the cloud05

Cloud RAN relies on a robust and 
collaborative ecosystem. By fostering 
strong partnerships and actively 
participating in standardization 
efforts, we can drive innovation and 
ensure interoperability across different 
hardware and software platforms. This
collaborative approach will be vital 
as we transition from 5G to the 6G 
era, maximizing the benefits of 
cloudification.

As AI in RAN evolves, it may 
benefit from acceleration to handle 
computationally intensive tasks. By 
utilizing hardware accelerators for 
AI prediction, we can offload some 
of the compute-intensive tasks from 
CPUs, thereby improving efficiency 
and enabling more sophisticated AI 
applications within the network. 

While x86 CPUs with integrated 
accelerators remain the leading choice 
for Cloud RAN, the potential of RISC 
CPU architectures cannot be overlooked. 
As we broaden our perspective to 

include these alternatives, we utilize 
the portability of our solutions to 
potentially make more compute options 
available as they emerge. This approach 
ensures that we remain competitive 
and adaptable in a dynamic market 
landscape, ready to leverage the best 
available technologies.

However, technical evaluations alone 
are not enough to determine the best 
options to support commercially. We 
must also consider ecosystem maturity, 
market demand, and pricing. Our 
commitment to collaborating with 
technology and solution partners will be
crucial in navigating these factors. While 
RISC-based options, including the use of 
GPUs for acceleration, offer interesting 
technical possibilities, there are 
challenges related to ecosystem support, 
power consumption, and price-to-value 
that need to be addressed before these 
solutions can be widely deployed.

In conclusion, the future of Cloud RAN 
is bright, with acceleration technologies 

playing a pivotal role in meeting the 
evolving demands of mobile networks. 
By embracing diverse CPU architectures, 
prioritizing ecosystem readiness, and 
fostering strong partnerships, we are 
well-positioned to lead the industry 
into the next generation of network 
innovation. Our commitment to 
flexibility, efficiency, and scalability 
ensures that our Cloud RAN solutions 
will continue to deliver exceptional 
value to mobile network operators
worldwide.

11 Ericsson  |  Compute and Acceleration




