5G NETWORK
PROGRAMMABILITY
A key differentiator of 5G systems from previous generations will be a higher degree of programmability. Instead of a one-size-fits-all mobile broadband service, 5G will provide the flexibility to tailor QoS to connectivity services to meet the demands of enterprise customers. This enables a new range of mission-critical use cases, such as those involving connected cars, manufacturing robots, remote surgery equipment, precision agriculture equipment, and so on.

Network programmability can support rapid deployment of new use cases by combining cloud-based services with mobile network infrastructure and taking advantage of new levels of flexibility. Further, network programmability will enable a greater number of enterprise customers to use such services, and consumers will benefit from a unique and personalized experience.

A number of use cases in mission-critical scenarios can benefit from QoS programmability because a cellular network’s connectivity requirements – including latency, throughput, service lifetime and cost – vary widely across different use cases. To support them all, we have developed an application programming interface (API) that allows third parties to specify and request network QoS. We have also demonstrated the usefulness of this API on a test mobile network using a transport-related use case.

As part of this use case, we have been collaborating with commercial vehicle manufacturer Scania to develop the QoS requirements for teleoperation. Teleoperation is the remote operation of an autonomous vehicle by a human operator in cases where the vehicle encounters a situation that the autonomous system cannot overcome by itself (a road obstacle or malfunction, for example).
Drivers of network programmability

The key drivers behind the creation of a programmable network are the need to accelerate time to market, and the desire to reduce operational costs and take advantage of the business opportunities presented by a new mission-critical service market. In a programmable network, traditional network functions requiring specialized hardware are replaced with software functions hosted on commercial off-the-shelf infrastructure. Technologies such as software-defined networking and network functions virtualization are essential to cutting operational and capital costs in mobile networks.

Cloud-based services and applications are enablers for programmability. Service provisioning in the cloud and managed access to the provisioned services and applications are important. This requires collaboration between telecom and other industries (IT application and content providers, and automotive original equipment manufacturers, for example). One way to simplify and accelerate the deployment of services and applications from industry verticals is the automatic translation of industrial requirements to service requirements, and then on to resource-level requirements (in other words, network requirements). Network slicing provides a dedicated, virtualized mobile network containing a set of network resources, and provides guaranteed QoS. The network slices are not only beneficial but also critical to support many applications in vertical industries.

New network communication services can also be provisioned programmatically; that is, by using a software service orchestration function instead of manual provisioning by engineers. As orchestration will also be used for provisioning connectivity services to mission-critical applications, mobile networks need to support QoS programmability.

Mission-critical Intelligent Transportation System use cases

5G will support a diverse range of use cases in different industry sectors, each putting its own QoS requirements on the mobile network [5]. It is possible to use network programmability to realize mission-critical use cases with QoS requirements by creating highly specialized services tailored to industrial needs and preferences.

Features like lower latency (reaction times that are five times faster), higher throughput (10 to 100 times higher data rate) and an enormous increase in the number of connected devices (10 to 100 times more) can support the large-scale use of massive machine-type communication (mMTC) and mission-critical MTC (MC-MTC) use cases for the first time. Further, a dedicated network slice would meet the specific requirements of each use case.

In mMTC use cases, a large number of sensors and actuators are connected using a short-range radio (capillary network) to a base station (eNodeB) using a low protocol overhead to save the battery life of the devices.

This requires a network slice with broad coverage, small data volumes from massive numbers of devices. MC-MTC use cases emphasize lower latency (down to a level of milliseconds),
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robust transmission and multilevel diversity due to their mission-critical nature and, consequently, need a network slice of very low latency, high reliability and availability (packet loss down to \(10^{-9}\)). This is possible by creating a slice of very high priority. We envision realizing these use cases with a flexible network programmability technique.

The current focus of our research is within the Intelligent Transportation System (ITS) domain and includes a few 5G use cases in mMTC and MC-MTC, including transportation and logistics, autonomous cars and teleoperated vehicles.

Transportation and logistics
The lower latency and high throughput of 5G will support multiple use cases related to connected cars, transportation and retail logistics that consist of fleets of connected/driverless vehicles transporting people and goods. The key network requirements for mission-critical automotive driving are high throughput and low latency up to 100ms. Failure is not an option in these cases. There are also many potential sub-use cases. For example, a journey from A to B in a driverless vehicle could involve vehicle-to-vehicle connections, connections between vehicles and street infrastructure for traffic management, and high-speed reliable connectivity to support cloud applications.

Autonomous vehicles
The vision of fully autonomous vehicles aims to reduce the risks associated with human error. A system to achieve this vision would need to connect the cars and the road infrastructure with 1ms latency in all areas (100 percent coverage). Unfortunately, 1ms latency is currently not possible in mobile networks. However, the bandwidth requirements to make this possible are not excessive, as only vehicle control data needs to be communicated. This capability is expected in 5G.

Teleoperation of vehicles
The ability to control a self-driving vehicle from a distance is an important use case that is needed in public transportation when an onboard, autonomous system faces a difficult situation, such as a traffic accident, an unexpected demonstration, unscheduled roadworks or flooding. These scenarios require the planning of an alternate route, and an operator needs to drive the vehicle remotely for a short time. Another case could be a mechanical malfunction or an injury on a bus that requires remote intervention to mitigate the risk of danger to others. Network requirements for remote monitoring and control include broad coverage, high data throughput and low latency to enable continuous video streaming and the ability to send commands between a remote operations center and a vehicle [2].

Why an API?
To guarantee QoS for the three ITS cases described above (and mission-critical use cases in general) mobile network operators typically go through manual network planning and configurations. Examples include configuring manual data routes via different routers, configuring Differentiated Services and allocating dedicated spectrum ranges to each use case. However, doing this is costly because it requires the configuration and deployment of network equipment. Nor is it particularly feasible, as this kind of configuration deployment cannot be done merely in parts of the transport network (such as backhaul). If, on the other hand, the resources were virtualized and there was software that could set up these routes over the same physical network link, both of the limiting factors would be eliminated: the cost of configuration and the deployment of multiple routes. As a result, it would be both financially and technically feasible to support these use cases concurrently.

It is clear that operators will not be able to
support the volume and diversity of use cases with the current network management approach. They need a different means of managing the network to stay competitive. In our view, developing an API is the logical first step toward exposing a programmable network to the industry verticals. This approach will result in a solution that is more responsive than rigid commercial offerings, such as preconfigured subscription packages.

**Architecture of the Ericsson-Scania project**

Teleoperating a bus requires data from sensors on the bus, including a video feed from a camera at the front that is streamed to a remote operations center over LTE radio access with an evolved 5G core network. The commands to drive the bus are sent from the center to the bus using Scania’s command system.

*Figure 1* illustrates the data streams that need to be prioritized to meet QoS demands: sensor data, the video feed originating from the vehicle user equipment (UE) and the commands to remotely drive the bus. Sending these data streams over low-priority data traffic (like infotainment) is a critical requirement. We used QOS class identifier (QCI) bearers, as detailed in the corresponding 3GPP standard, to enforce this prioritization. We assigned QCI class 5 and 2 to video and sensor data respectively and lowest-priority QCI class 9 to infotainment. In our lab environment, we have confirmed that the high-priority streams (QCI 2 and 5) can be kept regardless of the amount of low-priority background data traffic in the network [3, 4]. The next step will be to test our testbed setup for the prioritized video stream in the presence of the network load due to infotainment-type background traffic.

**How it works**

A cloud-hosted application function (AF) dynamically sets up virtual connections between vehicles and the 5G Evolved Packet Core (EPC) network, with specific QoS attributes, such as designated latency levels and guaranteed throughput.

*Figure 2* illustrates the architecture of the system on which we have implemented the API. In addition to deploying a standard EPC and LTE band-40 RAN, an AF is deployed on an OpenStack-managed cloud. This application functionality allows third parties to set up QoS for their UEs through an API.

The AF consists of the following components: a knowledge base module, an API endpoint module and a transformer.

**Knowledge base module**

This module maps domain-specific concepts to the generic concepts. The knowledge base is implemented as a graph database, has a schema of general concepts and can be extended with additional domain concept documents that instantiate the general concept schema. The schema includes a basic vocabulary of general concepts that model QoS requests. These concepts can be instantiated in domain concepts for a specific enterprise. In our case, the enterprise is automotive.

Within the knowledge base module, an “agent” is a string that is semantically related to the mobile device for which QoS is requested. In our case, the agent is instantiated with the “vehicle” domain concept. QoS class identifiers (QCIs) are indicators of network QoS for a given agent. The QCI concept was introduced in 3GPP TS 23.203 Release 8, with additional classes being introduced in Release 12 and Release 14.

Every QCI class has an integer identifier, for example QCI1 or QCI2, and is mapped to a set of QoS metrics such as an indicator of priority of data traffic, an upper ceiling for network latency and, in some cases, guaranteed bit rate. In our case, QCIs are instantiated with domain concepts for real-time vehicle traffic domain concepts. For example, QCI3 is instantiated as “vehicle_control_traffic” and QCI4 is instantiated as “vehicle_video_traffic.” For users browsing their mobile devices in the vehicles, we instantiate a low-priority class QCI9 as “vehicle_web_browsing.”

Data traffic descriptors are generic contents that can configure each QCI. The configuration...
pertains to a characterization of the traffic in terms of required throughput for both “uplink” and “downlink,” the former being data traffic transmitted from the agent and the latter being the opposite. Optionally, descriptors may also contain the type of data packets exchanged (for example, UDP/IP or TCP/IP), as well as potentially the port or port range. For example, in the case of “vehicle_control_traffic,” the data traffic descriptor identifies an uplink bandwidth of 1Mbps and a downlink bandwidth of 1Kbps.

A combination of agents, QCIIs and their associated data traffic descriptors are stored in the knowledge base as a domain concept document. Every use case has its own domain concept document, while each specific enterprise has more than one document. For example, in our case, there is an “automotive/teleoperation” document. However, other documents for automotive can also exist, such as “automotive/autonomous drive” or “automotive/remote fleet management.” Because the data is stored as linked data, concepts from one domain concept document can be reused in another.

API endpoint module
This module composes API specifications from every domain concept document in the knowledge base. This API specification is RESTful, uses symmetric encryption (HTTPS) and can be called...
from any third party. These API calls get translated into generic concept calls that are subsequently sent to the transformer module. Note that, in addition to an API call for setup of specialized QoS, there is another API call for teardown of this QoS. For example, when a vehicle is decommissioned or does not need to be teleoperated, there can be a call to tear down the QoS tunnel, so network resources can be allocated to UEs in other vehicles or devices. Figure 3 provides an overview of domain-specific and generic requests.

Transformer module
The transformer module translates generic requests for QoS to Rx AAR requests, as these requests are specified in 3GPP TS 29.214. The Rx requests are sent directly to the PCRF node in order to set up the “EPS bearer” (in other words, the data tunnel with the requested QoS). As is the case with the endpoint module, the transformer module can also translate a teardown request to an Rx request to revert to the lowest-priority default bearer (in most cases, QCI9).
<table>
<thead>
<tr>
<th>Domain specific request</th>
<th>Generic request</th>
<th>Description of the request</th>
</tr>
</thead>
<tbody>
<tr>
<td>GET /vehicle</td>
<td>GET /agent</td>
<td>Retrieve QoS information for all UEs</td>
</tr>
<tr>
<td>GET /vehicle/&lt;IP&gt;</td>
<td>GET /agent/&lt;IP&gt;</td>
<td>Retrieve QoS information for one UE, based on its IP address</td>
</tr>
<tr>
<td>GET /qos</td>
<td>GET /qos</td>
<td>Retrieve QoS for all UEs</td>
</tr>
<tr>
<td>GET /qos/vehicle_control_traffic</td>
<td>GET /qos/QCI3</td>
<td>Retrieve all UEs with QCI3 bearer setup</td>
</tr>
<tr>
<td>POST /qos/</td>
<td>POST /qos</td>
<td>Set QoS for UE with IP src_IP and port src_port toward destination with IP dst_IP and port dst_port. Protocol in this example is TCP but it can also be UDP.</td>
</tr>
<tr>
<td>{</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;source_IP&quot;:&lt;src_IP&gt;,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;source_port&quot;:&lt;src_port&gt;,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;destination_IP&quot;:&lt;dst_IP&gt;,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;destination_port&quot;:&lt;dst_port&gt;,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;qos_class&quot;:&quot;vehicle_control_traffic&quot;,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;protocol&quot;:&quot;TCP&quot;,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;type&quot;:&quot;vehicle_video_stream&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DELETE /vehicle</td>
<td>DELETE /agent</td>
<td>Remove QoS for UE with given source and destination IP and port</td>
</tr>
<tr>
<td>{</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;source_IP&quot;:&lt;src_IP&gt;,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;source_port&quot;:&lt;src_port&gt;,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;destination_IP&quot;:&lt;dst_IP&gt;,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;destination_port&quot;:&lt;dst_port&gt;,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;protocol&quot;:&quot;TCP&quot;</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Testbed results

To assess QoS, we performed experiments on the uplink prioritized video stream using QCI5 in the presence of the network load due to infotainment-type background traffic using QCI9. The total measured available bandwidth on the network was approximately 8.55Mbps. We tested several network load scenarios and measured the results against three background traffic conditions:

- none (0Mbps)
- some (4.2Mbps or 49 percent of the available bandwidth)
- extreme (8.55Mbps or 100 percent of the available bandwidth)

We measured both throughput and one-way network delay under these traffic conditions. We also measured the ratio of packets lost versus packets sent to test the throughput quality of the network for three different qualities of video streams:

- excellent (6Mbps or 70 percent of the available bandwidth)
- good (3Mbps or 35 percent of the available bandwidth)
- borderline drivable (2Mbps or 23 percent of the available bandwidth)

Borderline drivable is the minimum requirement to perform teleoperation. We obtained the packet
drop requirements from empirical observations during test driving. We took a total of 160 measurements for each experiment and plotted the graphs based on the respective average value.

Measurements from the 5G-network testbed show that resource prioritization can assure predefined QoS levels for mission-critical applications, regardless of background traffic. Figure 4 illustrates guaranteed uplink packet loss for a critical application, in which the acceptable packet loss of less than or equal to 0.08 percent is unnoticeable in the video stream. This is true even with extreme background traffic when the system is congested – the critical traffic is still served with no performance degradation.

However, as Figure 4 also illustrates, for the non-prioritized infotainment traffic (QCI9) the packet loss increases heavily with the increase in the background traffic, introducing long pauses and making teleoperation impossible even for a lower level of congestion.

When we measured the uplink delay, we found that it is preserved (remaining at less than 34ms) for the critical video traffic even when the system exhibits congestion. For the non-prioritized traffic, the delay reaches up to 600ms during congestion.

The next step is to develop the concept for a self-service portal where network customers could specify QoS requirements on their own terms; for example, to prioritize 4K video traffic for 40 buses in an urban scenario. The software would then translate this specification into instructions for network resource prioritization.

**Conclusion**

5G attributes such as network slicing and low latency will soon make mission-critical use cases such as safe, autonomous public transport a reality. Automated network resource prioritization via a programmable API can support network QoS for diverse use cases with different connectivity requirements on the cellular network. By developing an API that allows a third party to request network resources and implementing it on a test mobile network, we have demonstrated how the technology works in an urban transport-related use case with Scania. The initial results show that throughput and latency are maintained for high-priority streams regardless of the network load.

**Further reading**

- YouTube, Remote bus driving over 5G, November 2016: [https://www.youtube.com/watch?v=IPyzGTD5fIw](https://www.youtube.com/watch?v=IPyzGTD5fIw)
- Ericsson Research blog, 5G teleoperated vehicles for future public transport, June 8, 2017, Berggren, V; Fersman, E; Inam, R; Karapantelakis, A; Mokrushin, L; Schrammar, N; Vulgarakis, A; Wang, K: [https://www.ericsson.com/research-blog/5g/5g-teleoperated-vehicles-future-public-transport/](https://www.ericsson.com/research-blog/5g/5g-teleoperated-vehicles-future-public-transport/)
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