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Introduction

Currently, computational capacity is doubling roughly every 18 months. The pace of this development, amplified by rapid improvements in software, has resulted in artificial intelligence (AI) and advanced algorithms that are quickly evolving to understand and interpret some of our most complex natural processes. At the same time, the ability to access this capacity is multiplying due to sharp increases in bandwidth, improvements in latency and other quality of service parameters with technologies such as 5G. Interfaces are also becoming more seamless due to advances in cloud computing as well as visual, tactile and verbal interface technologies.

These exponential improvements have brought what, just over a decade ago, were considered industrial-strength processing and communication capabilities into the homes and hands of individuals everywhere. As industries adopt these technologies to modernize and automate their business processes to increase value chain efficiency and effectiveness, a new service-based concept for the technology has emerged.

The self-driving or autonomous car is an example of this new concept. Eventually cars will no longer have drivers, a fundamental change in the concept of a car. The passenger of such a vehicle will interact with it on a much higher and abstract level as a service.

When we apply this concept to the telecom sector; that is, creating a “self-driving network”, AI technology will be the brains behind this change. This presents two main challenges for those developing the concept and service:

- The conceptual shift from today’s understanding of what a network is, becoming something more abstract than what it is today, operating on new parameters
- The fact that a user of such a service will interact with the system on a much higher, more abstract level

Therefore, the understanding of the business goals and the user of the system is key to success.

With the role of users shifting from drivers to passengers and from operators to managers, designers will need to create highly collaborative solutions allowing tangible and reliable interaction between AI technology and the user.

In light of this, our Experience Design team has been researching and developing how to design trustworthy, AI-powered services for telecom operators. Through designing the Cognitive Operation Support System service concept, we have identified four components of human trust that can be applied to AI-powered systems.

These four pillars — competence, benevolence, integrity and charisma — are the key areas designers and business owners need to address to be successful when it comes to the adoption of AI.

In this paper, we will share our experience of designing a trustworthy, AI-powered Cognitive Operation Support System (OSS) service.
AI today

The current face of AI

AI is an umbrella term encompassing many different methodologies and concepts, referring to any machine developed to perform tasks that would require intelligence if done by a human.1 Although the media commonly portrays AI capabilities as superior to human capabilities – that is, as an artificial super intelligence (ASI) – the truth is quite different. Since the earliest explorations into the AI field, scientists and practitioners have sought to create a computer with a level of intelligence similar to a human. Known as an artificial general intelligence (AGI), these would be machines with a reasonable degree of self-understanding and autonomous self-control, able to solve a variety of complex problems in a variety of contexts.2 Despite the huge advancements of AI, especially in the last decade, we are still far away from being able to create an AGI, let alone an ASI.

The current form of AI we are working with is known as an Artificial Narrow Intelligence (ANI), or “weak AI”. ANI systems are created to carry out specific tasks showing specific aspects of intelligence in a specific context.3 All current applications of AI, whether it is an autonomous car, a chatting app camera filter, or an intelligent OSS, are all considered narrow or “weak” by this definition.

An easier way to describe the role of current AI applications is to call them “agentive technology”4 – whereby we can think of them as our assistants or agents, handling a discreet task and not the entire job.

In this current context, humans still need to have a view of the bigger picture and are still required to supervise, evaluate and orchestrate the work of these AI systems.

1 Minsky, 1982
2 Goertzel and Pennachin, 2005
3 Goble M. M., 2019
4 Noessel, 2017
The key to AI success

Trust as a vital component in AI adoption

There is an increasing trend of digital assistants appearing in many different aspects of our lives. Powered by machine learning (ML) models, they analyze data to come up with statistical probabilities that can be used to offer recommendations and make predictions and decisions, from suggesting the optimum route to take on a commute, to adjudicating whether we are viable for a loan or not.

Although they sound less impressive than the idea of the ASI’s superior artificial brain, the recommendations, predictions and decisions taken by the AI systems can be considered a fundamental change in the way humans are using tools — a paradigm shift in the human-tool relationship.

Since the beginning of this relationship, humans have always been in full control not only of what the tool should do, but also exactly how it will work, at least in the design and creation phase. The progression to the current status of AI is an evolution of this relationship in two ways.

First, it is an upgrade of the tool’s status from the role of a “slave” to that of “agent”, giving it agency by having a degree of autonomy with regards to “what” it should be doing. And second, it is a change in that with AI, we no longer entirely decide “how” the tool executes its function. In fact, in many cases, the creators of an AI system cannot entirely describe the criteria that the ML model has used to reach the output. This is known as the “Black Box problem”.

Taking these points into consideration, the following can be said about the current state of AI systems:

1. Rather than just executing what the human user wants, AI systems will autonomously come up with predictions, recommendations and decisions.
2. We are not always able to fully understand or explain why an AI/ML system has reached its output.
3. AI/ML output is based on statistical probabilities just like human decision-making — it judges low or high probability of outcomes, it’s not some kind of ultimate truth or absolute objective correctness.

We can therefore reach the conclusion that a degree of trust is needed, before the user can hand responsibility over to the AI — and give the autonomous car the steering wheel.

The requirements in building this trust-based relationship vary according to the specific task the AI is supposed to handle. Accepting an AI’s recommendation on which movie to watch is much “easier” with a lower trust threshold than, for example, the recommendation on which medicine a doctor should prescribe to their patient.

In a recent survey asking owners of smart voice assistant devices to list the tasks they perform using the device, 84.9 percent reported they use it to set a timer, while only 3.5 percent reported using it to call a cab.

A recent study has shown that when it comes to the application of AI in a business context, 94 percent of business executives understand that AI is essential to business strategy. However, a separate study by MIT Solan found that only 18 percent of companies are widely adopting and understanding AI.

In designing an OSS AI solution that takes critical decisions affecting the performance of an entire network, we discovered that the success of the system depended on more than building more efficient and accurate models and algorithms. We came to the realization that trust is an essential factor in the human-AI interaction, and if we want the users of our AI solutions to accept handing over more critical tasks and decisions, we need to design them to be trustworthy.

---

1 Bathaeey, Y., 2017
2 P Anders et al 2018, Muir, B. M. 1987, Siau, K., & Wang, W., 2018
What is trust?

The four components of trust in human relationships

Although the concept of trust in human-AI relationships is a new field, we don’t have to work from scratch.

The approach of our Experience Design team delete was human-centric. Humans have been trusting other humans since the beginning of our existence, and once human-human trust relationships were established, we started to put our trust in entities and organizations; religions, political parties, banks, schools, business and so on. Our approach was to draw on the formula of trust already functioning in these human-human and human-organization relationships, and use it as a base for building trust in human-AI interaction.

The four main factors that contribute to building trust in another person or entity are: competence, benevolence and openness, integrity and charisma.10

A good example to illustrate these four components in action is the process of decision making when hiring an employee that will be responsible for a task in an office.

When dealing with “digital” assistants in the form of AI systems, exactly the same framework of trust applies. The following pages examine each of these components in turn, from the perspective of human-AI interaction, along with relevant examples of design-related decision and focus areas that can contribute towards creating a trustworthy AI experience.

Figure 2: The components of trust

---

10 Stern & Coleman, 2015, Dietz and Den Hartog, 2006, Schoorman et al., 2007
Competence

Can you do the job?

In practice within an AI system, the trust component of “competence” essentially means the system is designed to demonstrate that it is capable of fulfilling the user’s needs and that it can deliver what it promises.

Here are some practical examples of how UX designers and practitioners can contribute to an AI system’s ability to demonstrate competence:

**Explainability**
Ensuring the system can communicate the reason behind its decisions and its confidence in different results and recommendations in a way that users can easily understand.

**Usefulness**
Making sure the system is employing AI capabilities to fulfill an actual need or solve a real problem for the users in an effective way.

**Trialability**
Giving the users the ability to try the AI system or test out its recommendations in a quick, safe and controllable way before they decide to use or approve it.

**Demonstration of results**
Being able to show evidence that using the AI system has resulted in an improved outcome.

Adoption of AI-powered networks requires knowing they’re up to the task.
Figure 4: Cognitive OSS prototype design demonstrating “Explainability”

For each suggested action, users have a transparent view of the motivations behind the AI’s decisions.

Figure 5: Demonstration of results

In the system’s homepage, users will have brief KPIs that show how successful the system is, for example the improvement in resolved incidents and business value numbers.
Benevolence and openness

Are you on my side?

An AI demonstrating “benevolence” can be defined as a system designed to make decisions in the user’s best interest, and to communicate the intentions behind decisions to the human user. It should also show flexibility, acceptance of change and new input — exactly as you would expect from a new human colleague. Some practical examples of how UX designers can contribute to the benevolence and openness of an AI system are:

**Controllability**
Providing an easy way for the user to intervene and change, undo or dismiss an action or decision taken by the AI, as well as the ability to feed their own recommendations into the system.

**Adaptability**
Making the system flexible and dynamic enough to adapt to the user’s explicit or implicit preferences and feedback.

Showing a system is open to influence from the user is a big building block of trust.
Figure 7: Controllability, enabling users to take a participatory role in the decision-making process.

Figure 8: Adaptability, showing the user that their preferences have influence.
Integrity

Do you share my values?

The concept of integrity in an AI system comes down to whether the user feels that the system is honest, and whether it adheres to the same high ethical standards as the user.

There are two ways UX design in AI contributes to the impression of integrity in a system:

**Veracity of promises**
Setting the right expectations for the user by clearly communicating the capabilities and limitations of the AI system – knowing what it can promise to do and follow through on and what it cannot or is not designed to do.

**Transparency on safety, security and permissions**
Making sure the user understands what kind of data is collected, how it is collected, for what reason and how it will be used.

Figure 10: Setting the right expectations and showing the user the different possible outcomes of the AI’s recommendations

![Figure 9: Components of trust — integrity](image)
Charisma

Do I like you?

And finally — charisma. Charisma in a AI system comes down to crafting it in a way that gives it general charm and appeal, and that the system looks and sounds appropriate to the task it is handling.

UX designers and practitioners can contribute to the attractiveness of an AI system by implementing:

**Visual appeal**
Crafting the system’s look and feel in an aesthetically pleasing and visually organized way, so that the human user perceives it to be more efficient and understandable.

**Tone-of-voice suitability**
Making sure that the style and tone of the copywriting and voice interactions are aligned with the message that you want to convey, the desired personality of the system, and the traits of the targeted user group.

Figure 11: Components of trust – charisma

![Figure 11: Components of trust – charisma](image)

Figure 12: Appropriate tone of voice for the scenario

![Figure 12: Appropriate tone of voice for the scenario](image)

When rejecting an action, the system behaves like a junior engineer and asks about the reason for the rejection, so it can learn from the user’s experience.

Figure 13: Clear and organized visual layout contribute to increased perceived trustworthiness

![Figure 13: Clear and organized visual layout contribute to increased perceived trustworthiness](image)
Beyond the building blocks

Other factors that can affect trust in AI

All the elements that have been mentioned so far in this framework are those that are represented in one way or another in the interaction and the interface of the AI system, and are therefore relevant to the UX design.

There are numerous other factors that can affect trust in an AI system, and although these additional factors cannot be translated into the interface as UX, they are nevertheless essential elements in the building of a trust-based relationship. For example:

Accuracy
If the output results, predictions, recommendations and decisions of the system are not accurate to begin with, then the system will not meet the aforementioned criteria needed to satisfy the “competence” component.

Bias in AI
One widely discussed topic in the AI community is the concept of bias – specifically that ML selects incomplete, uninclusive or biased data sets to train the model, whether deliberately or otherwise. This will result in output that is not fair and biased towards a group of users — meaning that the core pillar of “integrity” will not be met.

Laws and ethics
Without sufficient and clear laws and a code of ethics that regulates the relationship between the user and the AI system, for example defining who is responsible if the output of the system affects the user in a negative way, then the trust in the human-AI relationship will not survive any potential mistakes the system makes.
At the controls of the entire network
Conclusion

The future of human-tool relationships

When introducing AI-powered software like our Cognitive OSS services, the notions of what a network is, what the owner or network operator’s role is and what a system provider contributes are changing. The interaction will be on a much higher and more abstract level. Instead of changing gears in the car, the focus will be on the passenger’s journey. Instead of having field technicians manually climbing towers to fine-tune the radio, business operators will collaborate with the AI machine to reach the organization’s business intent, impacting the roles of the system providers and the network operator.

A user-centric design process will be even more important when designing AI-powered services than in traditional services. If users and organizations are going to trust the AI-powered system, for example an airplane without a pilot, the trust must be designed into the system and the relationship from the very beginning. Without it, these services will fail. Designing an OSS AI solution that takes critical decisions that can affect the performance of an entire network is about more than focusing on building better AI models and algorithms. Trust will be the most vital factor in human-AI interaction. If we want the users of our AI solutions to accept handing over more critical tasks and decisions to AI, we need to design them to be trustworthy.

Designing for trust is a cornerstone of building successful AI systems.
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