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THE WORLD CONTINUES TO CHANGE at breakneck speed. Regardless of which industry we work in, we must all stay alert to an ever-wider sphere of knowledge and information to make sure we don’t miss the boat on “the next big thing.” To that end, this issue of Ericsson Technology Review includes five articles that present a broad range of ideas and solutions that boost capacity, efficiency and security, along with one about the latest technology to help you better understand the needs of your users.

This issue also features a guest article by Stefan Larsson, Associate Professor in technology and social change at Lund University Internet Institute (see page 43). Larsson is an expert on digital socio-legal change, including issues of trust, consumption, traceability and privacy. He points out that while user trust is heavily based on their perception of the technological security of a solution or service, “it is also fundamentally dependent on social norms and values such as privacy, legitimacy and perceived fairness in the collection and handling of individual information.” He argues persuasively that the long-term success of the digital economy will be dependent on consistently high levels of both technological and sociological trust among users, and explains his view of what service providers must do to preserve them.

Every new generation of mobile technology brings with it fresh hope for true network convergence — the ability to provide both mobile and fixed broadband access via the same technology and the same infrastructure. Today, the hope is that 5G will prove to be the technology that will help us achieve that goal by enabling high-speed mobile broadband and fixed wireless access (FWA) on a massive scale. While FWA has previously been proven to work in 4G or even 3G scenarios, the huge capacity improvements in 5G are set to enable a proliferation of FWA solutions for both small and medium-sized enterprise and residential applications around the world. The article on page 50 explores the FWA opportunity for 5G and presents a solid 5G FWA use case, as well as a variety of possible FWA transport solutions. Together with all the benefits it will bring in the areas of mobile broadband and the IoT, its potential to be used as an FWA enabler makes the case for 5G stronger than ever.

No matter how efficient, robust and reliable a network is, the amount of bandwidth available to users is ultimately determined by the length of the last mile — the final segment of the network that physically delivers the service to users. As a result of the massive growth in popularity of bandwidth-consuming online activities in recent years, many service providers are struggling to meet consumers’ ever-expanding bandwidth requirements. While the obvious solution would be to shorten the length of the last mile by deploying new street cabinets and fiber lines, doing so is not always feasible in terms of time and cost. In these cases, access aggregation is a viable alternative. The article on page 66 presents a Multipath TCP-based solution that we believe is the most efficient and effective option for access aggregation. The use of carrier-grade Multipath TCP proxies makes it possible to increase bandwidth, improve reliability and achieve seamless connectivity without the need to introduce Multipath TCP in end devices or internet servers.

Just a few years ago, encrypted web traffic was the exception rather than the rule, but revelations about pervasive surveillance and an increase in cyber-attacks have prompted many service providers to switch to communication using HTTPS to reduce the vulnerability of data carried over networks. As a result, 79 percent of today’s web traffic is encrypted, and HTTPS will soon become the default protocol. While the move to HTTPS offers benefits in terms of protecting data, it also presents some challenges for operators and content providers — particularly when it comes to caching. The article on page 8 presents a solution that enables optimal placement of cache stores within a network, and traffic management in the RAN, minimizing backhaul traffic and reducing latency. As such, the proposed solution provides operators with a new business opportunity in the context of an all-encrypted web to offer content providers optimally-placed caches for secure content delivery.

In the near future, IoT systems will need to support extremely large-scale field applications made up of an enormous diversity of connected things. Since each of these things needs to be identified in multiple domains, a solid understanding of identity management is essential to the development of IoT security solutions that are both flexible and robust. There are currently several ways to manage identities across domains. Finding the optimal one for a particular application depends on the relationship(s) between the domains, the domain-specific identity data, and the systems and technologies available. The article on page 32 presents an overview of the key concepts in identity management, and explains how they can be applied in the IoT environment to achieve optimal levels of efficiency, usability and security. In particular, it highlights how technologies like Generic Bootstrapping Architecture and specific identity management systems for the IoT can substantially reduce the complexity of identity management.

A deeper understanding of the multifaceted user experience is critical for any service provider to succeed in an increasingly competitive space. Objective QoS, while still important, is no longer enough to satisfy users in the constantly changing digital environment they live in today. For them, high service quality is simply a given. What they’re looking for are partners that can help them navigate and utilize technologies and capabilities in the emerging Internet of Smart Everything as smoothly as possible, providing them with seamless services and intuitive spaces for interaction. Meeting the ever-evolving expectations of today’s users requires a high level of customer experience awareness. The article on page 20 explains the concept of customer experience awareness and demonstrates how next-generation customer experience management analytics tools can be used to generate actionable business insights that enable service providers to continuously improve the user experience.

As always, I hope you find the contents of the magazine relevant and inspiring. All of the articles included here are also available online at www.ericsson.com/ericsson-technology-review, through the Ericsson Technology Insights app and on SlideShare.
Blind cache
A SOLUTION TO CONTENT DELIVERY CHALLENGES IN AN ALL-ENCRYPTED WEB

As the internet has shifted from an informal network for information sharing among universities and scientific institutes to a fundament of modern commerce, the traffic it carries has also shifted from short message exchanges to massive files encrypted for protection. At one time, the use of the secure communication protocol HTTPS tended to be limited to applications such as internet banking and online shopping. By the end of 2016, however, 70 percent of web traffic will use HTTPS [1]. Encryption is likely to become mandatory everywhere as the rise in pervasive surveillance has changed public perception on privacy and internet security, which has in turn prompted internet content providers to adopt HTTPS to protect consumers’ content consumption data. The shift to pervasive encryption brings many benefits, but it also presents significant challenges for network service providers (such as mobile network operators and internet service providers) – particularly when it comes to caching content in their networks.

CONTENT DELIVERY networks (CDNs) improve delivery efficiency by replicating popular content like video streams on a cache serving users that are networked geographically nearby. The widespread adoption of CDNs has reduced latency and the amount of traffic carried by backbone networks. Existing CDN technology requires content providers to delegate their valuable content and expose traffic to the CDN provider, compromising end user privacy and security while revealing valuable business information.

By adopting HTTPS, the content delivery process becomes more robust, and both user security and privacy improve. However, the use of end-to-end encryption takes away the ability for the network service provider to use transparent inline caches to serve previously requested content, thus increasing backbone traffic as all requests for content have to be forwarded to and served by the content provider. Large content providers can sidestep this issue by placing content on their own edge servers, but this approach is costly and increases system complexity. Smaller content providers need another solution so that they can maintain low-latency content delivery and at the same time protect consumer privacy and ensure security. This need presents a business opportunity for network service providers to offer a better way to cache content that preserves the security and privacy of content providers and consumers.

To overcome the caching challenge inherent in HTTPS, Ericsson is collaborating with internet companies that have expertise in this area. Together we are exploring a solution we call blind cache, which is also referred to as out-of-band cache in industry discussions.

Encryption everywhere
There are very strong indications that the web is moving quickly toward HTTPS everywhere, or at least almost everywhere. This transition is driven by industry trends such as browser vendors providing HTTPS as the default option, warnings for non-HTTPS connections, and simpler and cheaper certificates and certificate management capabilities for smaller websites.

As Figure 1 shows, the use of HTTPS has been rising since 2012. Further, it is greater in mobile networks than in fixed ones [1], owing to the growth of video mobile apps, which tend to use HTTPS by default. From a standardization perspective, security and privacy are the primary factors that need to be taken into consideration in developing
the blind cache solution. Content providers, on the other hand, are primarily driven by the desire to secure end-to-end delivery, to protect ownership of valuable analytics data, and to protect against issues caused by network intermediaries such as ad injectors and application layer firewalls.

The web platform is transforming rapidly and the trend towards HTTPS is just one component of the ongoing evolution of the content delivery stack. On the client side, the industry is moving towards a new encrypted transport protocol evolving from QUIC [2], while content providers and CDNs are migrating to HTTP/2 [3], where the standard option is to mandate TLS or QUIC. The future content stack is HTTPS - HTTP/2 over QUIC or TCP/TLS, so that a third party cannot read, alter, delete, insert, or replay data in any way.

Whether they like it or not, network service providers will have to adapt to HTTPS for all their traffic in the near future. As this requires preparation, it is time to start planning for their role in an all-encrypted web.

Solution concept
The philosophy of the blind cache solution is rooted in the concept of awareness, that all principal parties involved in a communication are explicitly aware of, and authorize the presence of, any intermediary participating in the data exchange. Adhering to this philosophy overcomes one of the main concerns about current, non-HTTPS, practice, in which the legitimate use of an intermediary such as an inline cache is made without the knowledge or consent of the user, and is indistinguishable from the actions of attackers. The target solution needs to ensure that service providers, such as a content provider, do not lose control of their content or other information flowing between client and server — a current drawback when content is served via third party such as a CDN.

The blind cache solution [4] meets these requirements by creating a three-way relationship among the relevant actors, as shown in Figure 2.

It allows a content provider to deliver content faster by utilizing the support functions of external secondary servers for caching purposes. The solution places a requirement on the secondary server that any content cached on it remains encrypted and tamper-proof. It allows the content provider to decide if a secondary server should be used for a particular resource, such as an image, a JavaScript library or a set of video segments.

There are three scenarios available to a content provider for such delegated caches, with decreasing levels of trust.

Case 1 – edge origin
In this case, the secondary server hosting the blind cache belongs to the content provider. It is under the administrative and legal control of the content provider and in this similar in character to the origin server.

Case 2 – CDN
In this case, the secondary server hosting the blind cache belongs to a third party – such as a CDN provider or a network service provider – with which the content provider has business and service level agreements.

Case 3 – proxy cache
In this case, the secondary server hosting the blind cache is hosted by any party known to the device, but does not require a business relationship with the content provider.

In all three cases, the content provider remains in charge of deciding what, if any, content to serve via blind caches. Since the caches are blind to the content they serve and unable to modify it, it is more likely that content providers will have
THE CONTENT PROVIDED TO A BLIND CACHE CAN BE ENCRYPTED, AND THE INTEGRITY OF THE CONTENT IS PROTECTED BY APPLYING SUITABLE TECHNIQUES

the reassurance they need to use them. The blind cache solution also allows the content provider to delegate caching and serving of sensitive content to an untrusted server (or to a server on an untrusted site or cloud platform), or use a CDN provider that it might not have selected previously.

Case 1: is interesting given the possibilities for distributed cloud computing in mobile networks, which will lower the prior point for a content provider operating an edge server remotely on a site and/or cloud platform under the control of a third party. An example of this is a mobile network operator that offers a cloud execution platform at a local central office site.

Case 2: enables a mobile network provider or a global CDN operator to provide deep edge-caching infrastructure.

Case 3: allows a client with a configured proxy – which is almost always the setup for enterprise users – to indicate its presence to the content provider. The content provider can then decide whether or not to allow the proxy to serve content on its behalf – restoring the efficiency gains of proxies in the service delivery chain, while preserving the security of the client-server communication.

It should also be noted that if the situation requires, the content provider could decide to have a virtual edge server serving only one user, a private cache. This could, for instance, be motivated when delivering a large file such as a software update to a particular enterprise customer, as an alternative to reserving a VPN connection to secure the timely delivery from a faraway origin server site.

Solution design

The message format used in the proposed technical solution is JSON, and the call flow is illustrated in Figure 3. The blind cache solution introduces the new parameter out-of-band (bc) in the Accept-Encoding HTTP request header field. Through this new parameter, a client indicates if it can (step 1 of Figure 3) handle HTTP responses where the payload is retrieved out-of-band (that is, from another server) separately from the main response. If the blind cache solution were to become well established, browsers would likely implement this feature and add the value by default in all requests.

If the content provider makes use of a blind cache, the HTTP response from the origin server (2) will include the same out-of-band value in the Content-Encoding header field, informing the client that a cache will be used to deliver the payload of the response. The URL of the cache is included in the message body. Multiple URLs may be provided, the first one linking to the primary cache with subsequent addresses linking to backups if the primary cache is inaccessible. The solution introduces two additional HTTP headers, Encryption and Crypto-Key, which contain the information for the client to decrypt the payload after retrieval, which the client stores (3).

In the next step, the client retrieves the payload from the URL provided (4). If the content does not exist in the cache, which may be the case when content is requested for the first time, the cache retrieves it from the origin server at the content provider (5), and caches it (6) for future requests. The content is sent back to the client (7) which can then decrypt the requested content (8) by applying the key acquired in step 3 to the encrypted payload obtained in step 7.

In deployment scenarios like edge origin and CDN (cases 1 and 2), content providers might want to pre-populate blind caches with content that is likely to be popular.

In addition to the call flow shown in Figure 3, the use of a client-selected proxy cache (case 3) can be achieved through the use of a proposed new HTTP header field with the working name bc [5].

If present, bc indicates that the client is connected to a proxy cache that it is willing to use to retrieve content. If the content provider returns a response including the out-of-band value in the Content-Encoding header field, it accepts the use of that proxy cache (with which it has no relationship whatsoever) and is willing to delegate the handling of certain content to it.

The content provided to a blind cache can be encrypted, and the integrity of the content is protected by applying suitable techniques. One such technique ensures that resources at the origin cannot be inferred from delegated resources stored in a cache, and another prevents a cache from pretending to be a client and querying the origin, which could lead to discovery of the actual resources at the origin server [7].

Efficiency gains can be achieved through the use of a resource map that contains meta-information that the origin server can provide to the client. The resource map includes meta-information for all the delegated sub-resources – such as scripts, images, and video clips – that the client needs to create a complete representation of the set of cached resources. If the client and the origin server both support HTTP/2, the meta-information can be pushed to the client directly using the server push mechanism. Subsequent individual client requests for sub-resources can be redirected to the blind cache, which not only reduces latency for the actual request, but also decreases network traffic and processing costs at the origin server.

Tried and tested

Initial lab experiments conducted by Ericsson Research show that the use of a blind cache results in significant gains for serving a typical web page when the blind cache is pre-populated with the sub-resources or when the client is provided with the resource map – compared with retrieving the same content directly from the origin over a secure connection. As might be expected, the gain is greater when latency between the client and the origin server is longer.

To assess the HTTP extensions for blind cache, Ericsson Research developed a browser-based experimental testbed that is shown in Figure 4. The test environment uses the service worker-based
The tests require the client to fetch a test webpage directly from the origin server and the same content from the blind cache. The page load time is used as the key performance indicator (KPI) in the test results.

The blind cache can be primed (that is, it already has webpage resources), or non-primed (it does not have webpage resources and the resources are pushed from the origin server).

The client can also be in two states: configured – the Service Worker knows where to fetch contents, or non-configured – the resource map is not yet known.

The tests were run simulating different rtt values in the path between (1) the client and the origin server, and (2) the blind cache and the origin server.

Scenario A
- rtt between the client and the server = 200 ms – 300 ms
- rtt between the client and blind cache = 40 ms
- rtt between the blind cache and the origin server = 100 ms

Scenario B
- rtt between the client and the server = 200 ms
- rtt between the blind cache and the origin server = 100 ms – 200 ms

The results show that given high rtt between the client and the origin server, the proposed solution architecture will still be able to improve the user experience by a substantial margin (a page load time improvement of up to 30 percent). It also shows that the different delay between the cache and the origin server does not affect the overall performance. The extra overhead required in terms of the number of extra bytes exchanged and extra request generated is also low compared with the gain in the responsiveness in page load.

### Overhead due to use of BC

<table>
<thead>
<tr>
<th></th>
<th>% of extra bytes exchanged</th>
<th>Extra request generated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primed, non-configured</td>
<td>3.03</td>
<td>3</td>
</tr>
<tr>
<td>Primed, configured</td>
<td>0.85</td>
<td>None</td>
</tr>
<tr>
<td>Primed, non-configured</td>
<td>1.29</td>
<td>None</td>
</tr>
</tbody>
</table>

### Performance Testbed Results

Key assumptions for the testbed:
- a) Low bandwidth and high latency between the client and the origin server.
- b) High bandwidth and low latency between the client and the blind cache.
- c) The client and the blind cache may have the same access network characteristics towards the origin server.

The testbed helped identify different issues in the prototype and important features, which contributed to the evolution of the solution architecture and protocol design. The quest for more data and results continues; additional content types including video and delay scenarios will be added in the future.

The tests were carried out using different scenarios to evaluate the proposed solution for rtt latency in the various connections between the client, origin server, and secondary server (cache).

One potential disadvantage of a blind cache solution is the extra rtt required to retrieve out-of-band encoding meta-information from the origin server followed by the content from the secondary server hosting the blind cache. To avoid this, the origin server responds to the client with out-of-band encoding information for a set of resources and not only the requested one. The tests were carried out with a view to improving the implementation of the protocol extensions, and to verify the assumption that a blind cache placed in close proximity to the client actually provides the desired benefits.

### Scenario A compared with end-to-end rtt

<table>
<thead>
<tr>
<th>Cache primed?</th>
<th>Client configured?</th>
<th>All content via cache?</th>
<th>Page load time efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>+27%</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>+11%</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>+39%</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>+30%</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>+13%</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>+47%</td>
</tr>
</tbody>
</table>

### Scenario B compared with end-to-end rtt

<table>
<thead>
<tr>
<th>Cache primed?</th>
<th>Client configured?</th>
<th>All content via cache?</th>
<th>Page load time efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>+41%</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>+12%</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>+39%</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>+14%</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>+12%</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>+47%</td>
</tr>
</tbody>
</table>

### The Blind Cache Solution

The blind cache solution establishes the basic concept of placing and accessing content in a delegated cache in a secure manner. The next step is to explore possible ways to improve the efficiency of delivery, potentially using new deployment modes. Figure 6 shows one area Ericsson Research is investigating: a set – or cloud – of caches.

In this hierarchy of caches, the top-level cache might belong to the same administrative domain as the origin server – the content provider, in other words. With the proper cache topology knowledge, the top-level cache can act like an HTTPS request router, redirecting requests for sub-resources to appropriate secondary caches based on a number of parameters, such as predictive traffic load, client location and topology related costs such as transport and caw usage.
In Figure 6 the edge origin cache may belong to the administrative domain (the self-delegation case) of the content provider. The content provider could deploy such caches deep in a mobile operator’s network – at a local central office site or a remote data center site, for example – leveraging shorter RTT and avoiding internet peering costs.

If the edge origin caches are provided by third parties for volume deployments in, for example, hotels, or to support Wi-Fi hotspots, the cost of provisioning certificates to secure the channel between the client and the caches can be reduced by provisioning the cache with inexpensive, self-certifying certificates such as those offered by the Let’s Encrypt organization [9] and provisioned using the ACME protocol [10].

The benefits of using blind caches

The blind cache solution is a significant step toward enabling content providers to leverage deeply distributed edge caches while maintaining control over their content and its use. The solution provides network service providers with a business opportunity in an all-encrypted web, as it enables them to provide optimal placement of caches within their networks, as well as, for mobile operators, traffic management in the ran that reduces latency and minimizes backhaul traffic.

The solution will be particularly useful in 5G and LTE-U scenarios, where the need for caches will intensify – in residential gateways, hotspots, vehicles, and transportation systems – due to the dramatic increase in applications based on video traffic, which is projected to experience a 45 percent compound annual growth between now and 2021 [11].

Terms and abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACME</td>
<td>Automated Certificate Management Environment</td>
</tr>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>CDN</td>
<td>Content Delivery Network</td>
</tr>
<tr>
<td>DASH</td>
<td>Dynamic Adaptive Streaming over HTTP</td>
</tr>
<tr>
<td>HTTP/2</td>
<td>Hypertext Transfer Protocol Version 2</td>
</tr>
<tr>
<td>IETF</td>
<td>Internet Engineering Task Force</td>
</tr>
<tr>
<td>JSON</td>
<td>JavaScript Object Notation</td>
</tr>
<tr>
<td>LTE-U</td>
<td>LTE in unlicensed spectrum</td>
</tr>
<tr>
<td>QUIC</td>
<td>Quick UDP Internet Connection</td>
</tr>
<tr>
<td>RTT</td>
<td>Round-trip Time</td>
</tr>
<tr>
<td>TLS</td>
<td>Transport Layer Security</td>
</tr>
<tr>
<td>W3C</td>
<td>World Wide Web Consortium</td>
</tr>
</tbody>
</table>
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In today’s ICT marketplace almost all networks provide a high degree of objectively measurable quality. As a result, quality alone is no longer sufficient to distinguish a service provider from the competition and ensure customer loyalty. Instead, customer experience awareness has emerged as one of the most important business enablers for service providers, by helping them understand the opinions, needs, and motivations of users. New enabling technologies for data analytics in the customer experience awareness field can provide richly detailed and actionable insights for business optimization.

JÖRG NIEMÖLLER, NINA WASHINGTON, GEORGE SARMONIKAS

THE INTERNET OF THINGS (IoT) offers users many great opportunities and simplifies many facets of life, but for some, its all-encompassing nature can be overwhelming and alienating. Service providers that recognize this risk have the opportunity to differentiate and create environments where each individual user feels comfortable and can rely on their intuition. Doing so successfully, however, requires a high degree of customer experience awareness.

In the not so distant past, objective QoS was the central concern for service providers. The idea was that a high degree of QoS enabled by an excellent infrastructure would lead to a positive customer experience with a high degree of satisfaction and loyalty. This was reflected in business metrics such as churn rates and users’ propensity to call customer care. While that logic still holds true to a certain extent, there are many factors that influence a user’s perception of their service providers, they are frequently inconsistent in their actions.

A CEM system requires a holistic understanding that goes all the way down to an individual user’s level that make it possible to personalize their experience. The resulting insights become actionable if they are understood at an individual user level, with a broad range of contextual information about the user taken into consideration.

In network operations, for example, any substandard user experience is detected automatically with low latency from performance monitors and brought to the attention of support technicians for further analysis and rapid response. In network operations, for example, any substandard user experience is detected automatically with low latency from performance monitors and brought to the attention of support technicians for further analysis and rapid response.

The path to actionable insights

A CEM system provides insights that can be used as the basis for decision making and action taking that will help optimize business results. These insights are typically expressed in scores and indicators that quantify a particular aspect of users and their experience. For example, the Net Promoter Score (NPS) quantifies in a single number the user’s general willingness to promote the service provider, which is an indirect expression of their level of satisfaction and loyalty. The NPS measures user perception of the overall performance of the service provider, and has become a very useful tool for raising awareness of customer experience within an organization.

CEM systems are specifically designed for particular business optimization use cases, generating a variety of use-case-specific scores and indicators as their primary output. In network operations, for example, any substandard user experience is detected automatically with low latency from performance metrics and brought to the attention of support technicians for further analysis and rapid response. This contributes to overall business optimization, as problems are solved quickly, hence limiting their effects as well as the number of users who are exposed to them.

Every business process or optimization case that would benefit from customer experience awareness management. Understanding why this is the case is essential to developing customer experience awareness and gaining the insights required to make the right decisions to actively manage the user’s perception.

CUSTOMER EXPERIENCE AWARENESS

GENERATING ACTIONABLE INSIGHTS FROM CUSTOMER EXPERIENCE AWARENESS

THE MOODS, FEELINGS AND SPECIFIC CONTEXT OF EVERY USER PLAY A MAJOR ROLE IN DEVELOPING THEIR OPINIONS AND ATTITUDES, AND ULTIMATELY DETERMINING THEIR ACTIONS AND BEHAVIORS
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Properties of scores

Awareness will have its own particular requirements with respect to scores. Aside from the main subject that a particular score expresses, the following characteristics are relevant:

- **Scope:** Does the score reflect an insight on the user level, for a group of users, or for an entire organization?
- **Outreach:** How many users are included?
- **Subjectivity:** Does the score reflect an objective fact or a subjective perception?
- **Predictive:** Is the insight directly measured or the result of a predictive model?
- **Latency:** How quickly does the score need to reflect underlying changes?
- **Frequency:** How often is an update of the score needed?

These use-case-specific requirements are directly reflected in the way a score is obtained and implemented. A service kpi (S-KPI) and similar low-latency, high-outreach measurements are needed for swift corrective action to be taken. Most of them are objective metrics measuring technical performance, and they make it possible to distinguish individual users. The characteristics of the kpi are reached with considerable effort in terms of the efficient handling of a real-time input data stream. The raw data comes from an extensive distributed probe network, and is correlated and processed in near real time. Surveys and studies that approach the user directly and ask for feedback have a completely different technical profile from the S-KPI – that is, the characteristics of these scores are quite different. The NPS is a prominent example, as it is a direct measurement that typically has high latency, with significant time intervals between distinct measurements. Furthermore, the outreach is not very high, with only a few percent of the user base included in every measurement activity. In Figure 1, the characteristics of four different types of scores are compared – S-KPI, NPS, service level index (SLI) and mean opinion score (MOS).

**Measuring subjective user perception**

The ability to understand the user on an individual and personal level has become one of the most promising areas within cem. Nevertheless, it is one of the most challenging tasks due to the complexity of the user as an individual. Understanding the user as an individual means gaining an accurate idea of their level of satisfaction as well as their expectation, behavior, loyalty and intention. These factors are determined and influenced by personal properties such as sentiment, perception, experience and need. The links between these properties are complex, and can vary significantly depending on personal context, such as the social environment and timing of experiences. Furthermore, experiences that are totally unrelated to the service provider can have a major impact, because they influence many factors from general priority setting to momentary moods.

It is possible to measure these factors by asking the user to complete a survey. Getting consistent and accurate answers requires smart ways of asking questions, however. For example, NPS surveys ask users if they would recommend their service provider. This is a proxy question used to indirectly measure satisfaction and loyalty by triggering more accurate responses than asking users directly about their level of satisfaction.

Survey-based methods fail completely in use cases that require agile action to be taken, however, because low latency in terms of insight availability and outreach to the entire user base are prerequisites for taking personalization actions. Consequently, while perfectly suited to clarifying customer experience performance at an organizational level, the NPS is of no use in personalizing the treatment of users. The individual’s indication of their level of satisfaction provides a valuable insight for many use cases in marketing and service operations. It helps in the selection of recipients in marketing campaigns, for example, and in support product planning. The individual insight allows for the customization of service offers tailored to single users. Low latency and frequent updates make it possible to adapt the personalized offer dynamically according to changes in the individual user’s needs.

Ericsson has introduced the SLI as a satisfaction score that meets the technical properties of use cases that require agile action. By reaching a predictive model, it is a personal score available for every user. It is updated frequently, and with low latency after a user activity. Experience-related S-KPIs that originate from the network probe infrastructure are used as input. Psychological factors relating to subjective perception form the basis for interpreting the objectively measured experience expressed by the kpi, and indicate a subjective level of satisfaction. The following psychological effects have been identified:

- **Perception is individual, so different models are needed for different users.**
- **A negative experience has more impact than a positive one on the overall level of user satisfaction.**
- **Surprising experiences are more significant than less surprising ones.**
- **The user forgets experiences as time passes.**
- **The more significant the experience, the longer it will be relevant.**
- **The context of each experience event may affect the user’s perception.**

The SLI model is a psychology-based hypothesis that represents these factors mathematically. The model is trained using survey-based reference data. In this way, it is calibrated to how service and network experiences are perceived by a particular user base. The combination of psychological research with state-of-the-art machine learning algorithms is the central innovation that makes it possible to master the complexity of individual user perception. The insights provided by the SLI are designed for direct consumption in decision-making and action-taking.

Ericsson has introduced the SLI as a satisfaction score that meets the technical properties of use cases that require agile action. By reaching a predictive model, it is a personal score available for every user. It is updated frequently, and with low latency after a user activity. Experience-related S-KPIs that originate from the network probe infrastructure are used as input. Psychological factors relating to subjective perception form the basis for interpreting the objectively measured experience expressed by the kpi, and indicate a subjective level of satisfaction. The following psychological effects have been identified:

- **Perception is individual, so different models are needed for different users.**
- **A negative experience has more impact than a positive one on the overall level of user satisfaction.**
- **Surprising experiences are more significant than less surprising ones.**
- **The user forgets experiences as time passes.**
- **The more significant the experience, the longer it will be relevant.**
- **The context of each experience event may affect the user’s perception.**

The SLI model is a psychology-based hypothesis that represents these factors mathematically. The model is trained using survey-based reference data. In this way, it is calibrated to how service and network experiences are perceived by a particular user base. The combination of psychological research with state-of-the-art machine learning algorithms is the central innovation that makes it possible to master the complexity of individual user perception. The insights provided by the SLI are designed for direct consumption in decision-making and action-taking.
processes, contributing to increased personalization of the user experience.

In short, the S Li and the NPS both provide insights into subjective satisfaction, but they target different sets of use cases and therefore take different approaches to reach the technical use case requirements. The S Li introduces the ability to act on an individual user level and ultimately improve the NPS, which is an important indicator of business success.

Understanding the experience journey

In all of their interactions with a service provider, users undergo an experience journey: a sequence of experience events they are involved in over time. These events can be direct interactions such as visiting a point of sales, calling customer care or simply using a service. But even events that do not involve the service provider directly are considered part of the experience journey. For example, the user might share their opinion of a service with other users on social media platforms.

The experience journey is a powerful conceptual tool for continuous monitoring and categorization of experiences. A prominent and widely used example is TM Forum’s Experience Lifecycle Model [2], which defines 22 phases to categorize the individual experience events in the journey. This model, illustrated in Figure 2, was recently updated under Ericsson’s leadership to cover digital service providers across domains and user experience in the Internet of Smart Everything.

There are always two distinct roles in the context of a model for experience journeys: the observed user, and the service provider that is using the model for structured recording of observations with rich details about the user.

It is notable that the user’s experience while consuming the service is just one of 22 phases in the journey. It begins before the user becomes a customer, with the realization that there is a need for a service or that current services are no longer a good fit. The first few phases of the journey determine interest and loyalty, and a good understanding of these can be highly relevant, allowing a service provider to approach users at the right time with the right message. The Experience Lifecycle Model clearly illustrates the significant paradigm shift from network-operation-centric CIEM to taking a holistic view of the user.

Each phase in the journey and every experience event is connected to a rich set of contextual details and metrics. In service usage, the S-KPIs are related to the usage event. For customer care, respective KPIs determine the details of an interaction between the user and the service provider. All of these experience-event KPIs provide rich input to analytics. For example, the S Li model utilizes service-usage events to determine user satisfaction.

The Experience Lifecycle Model reveals, however, that the S Li is missing experiences from other phases of the journey, which also contribute to user satisfaction. The psychological scoring model of the S Li is designed to utilize further KPIs as long as they correlate with user satisfaction. This means the scoring can easily be extended to further parts of the journey for higher prediction accuracy. Ericsson calls the resulting score the experience index level (EIL) [1].

Subjective perception scoring

The NPS is a business performance benchmark for the service provider that measures customer experience. It is based on surveys in which a number of users are asked if they would recommend the service provider to friends, colleagues and family.

The S Li predicts a user’s current level of satisfaction by interpreting observations about their service usage and the delivered service quality. An analytic model evaluates the observations and delivers a score. The S Li is frequently updated and available for every user.

The S Li expands the S Li model to include additional phases of the user journey.

With respect to the user journey, interaction between the user and the service provider can occur in various phases and through many different channels. The diversity of these touchpoints means a user can start an interaction on one channel and then continue later on a different one. For example, the user might first call customer care to get information about a service offer, and later resume this dialogue at a point of sales. The overall experience is not only determined by each individual interaction, but by the entire journey.

In this respect, continuity and consistency across the individual touchpoints are highly important for ensuring a good user experience.

The concept of a seamless and consistent journey experience is referred to as “omni-channel” by TM Forum [3]. The technical solution for reaching it consists of a consolidated operations support systems/ business support systems (OSS/BSS) backbone with consistent data and detailed handling of each user’s communication history. This is another example in which delivering a good user experience requires a high degree of personalization.

From IoT to Internet of Smart Everything

The combination of the IoT and the exponentially increasing smartness of all manner of things is driving us into a new phase of digitalization known as the Internet of Smart Everything. In this emerging reality, the user is part of an infrastructure along with a large number of physical things, services and social media platforms. Things can be understood as autonomous entities with built-in intelligence that represent physical entities in the digital context. At the same time, new smart services are launched every day, and social media platforms and other interaction channels continue to grow. Familiar offline services – public transportation and utilities such as electricity and water, for example – are also increasingly presented and managed.

Figure 2: Experience Lifecycle Model
through digital channels. Terms like "smart city," "smart cars" and "smart meters" refer to this ongoing transformation.

The Internet of Smart Everything constitutes a vital new dimension in CEM. The number of digital interactions with the user is set to increase dramatically, resulting in a new level of complexity in the user journey.

In the IoT environment, users experience a presentation layer through which more or less smart things and related services interact with them. The things present information, request decisions and learn from the interaction. A good user experience is an effortless and intuitive one without unnecessary interactions. Users should always be aware of what they can do, how they can reach their goals efficiently, and what consequences an action will have. All of this should be enabled with the right level of relevant information available at the right time.

It is important to recognize that users are different in their abilities to cope with and accept this new environment. The digital natives of the 21st century will interact more intuitively than many others. Personalization makes it possible to customize the entire experience for each individual.

CEM suppliers follow IoT developments closely, and will launch new capabilities to manage new types of interaction experiences. New and extended scores will help to capture experiences and facilitate personalization. The analytics backend will incorporate new KPIS that are a more accurate reflection of user experience. And new and improved algorithms will process all available data into ever better recommendations for action taking.

While the experience of users when interacting and using smart things is obviously paramount, it is also true that smart things themselves act like users when interacting with each other or with human users. The smart thing decides autonomously to use services or to communicate. It has requirements that need to be satisfied by the services and infrastructure that it utilizes. As a result, the same tools used to determine and actively manage the experience of a person can be applied to the experience of a smart thing.

The analytics infrastructure

In order to provide a high level of customer experience awareness in a vast and complex digital world, a CEM system needs to support four types of analytics in a flexible analytics backend:

- **Descriptive analytics** determines information about the current situation and presents it in a way that makes it possible to capture the essential insight easily and decide on the appropriate action.

- **Diagnostic analytics** goes one step further, and finds causality in the data.

- **Predictive analytics** learns from current and historical references to detect trends and anticipate situations before they occur, enabling early countermeasures to be taken to mitigate problems before they become significant.

- **Prescriptive analytics** directly proposes the best actions to be taken.

All of these approaches depend on access to raw data coming from various sources. The CEM system must be able to support many different systems with a great variety of interfaces and protocols for data access, together with respective information models. Typical sources of data are customer relationship management systems, billing and other BSS, network probes, IoT service enablement and any type of existing data warehouse. The results of user surveys can also be included in the analysis.

In early processing, the raw data is filtered, aggregated and correlated in order to maximize relevance. Basic statistical methods are deployed and KPIS are calculated in this step, creating the basis for more elaborate analytics. This phase includes a redundancy and irrelevance reduction, which is particularly important for input data streams, where the sheer volume of incoming data that also needs processing with low latency is a challenge in itself.

This infrastructure is ideal for use cases where the system is expected to deliver the basis for agile actions and countermeasures. A typical example is network operation, which needs to react rapidly to detected service quality degradation in order to contain the effects of the issue. For the analytics backend, this implies the need for a scalable stream processing infrastructure that is able to process high volumes of data. Scalable rules engines can be applied to filter out interesting insights from the stream. In-memory data handling is another essential component in this context.

In other use cases, the insights will be based on a similarly huge amount of available data, but low latency is not required. Batch processing components based on MapReduce techniques, for example, constitute an essential enabling for this type of use case. Access to comprehensive historical data is often important for generating these insights.

Prescriptive analytics will support the service provider’s technical and business experts in making their operational decisions. The domain experts will be able to automate their decisions and action processes for more agile reaction and implementation of change. These expert systems are based on technical, knowledge management and artificial intelligence. Rules engines are able to generate straightforward recommendations based on previous analytics insights. Ontologies and semantic models give meaning and context to data and analytics results. They make it possible, for example, to inform the recommendation system about business-level goals and strategies. Pairing this with machine reasoning

---

**Figure 3** Logistics in a warehouse

**Data sources** → **Analytics** → **Scores and insights** → **Decision and action**
techniques leads to recommendations that are dynamically aligned with business-level concerns. The four types of analytics act as enabling toolsets that allow a data scientist to set up analytics algorithms with the right technical properties for a given use case. Ericsson’s state-of-the-art architecture is highly scalable for this purpose in terms of processing and data handling capabilities. Its particular strength is in low-latency processing of network-based streams of metrics, the integration of diverse data sources and information models, and the incorporation of results into subsequent decision-making and action-taking processes throughout diverse OSS/BSS tools.

The analytics infrastructure of our CEM solutions has become a common base for Ericsson’s entire digital business systems portfolio. This is an important step to reach a consolidated offering where a consistent experience for users across several touchpoints along their journeys is relatively easy to achieve.

The end-to-end analytics path is outlined in Figure 3, which distinguishes between the stream processing track – where low-latency and real-time processing are enabled – and the batch processing track – where analytics on more static data is performed. Raw data enters the system on the left at preprocessing, which interfaces with a great variety of sources. The incoming data is immediately used in stream processing for low latency insights and stored in a distributed in-memory database to make it easily available for further analytics processing.

Training analytics models via machine learning, and using them in actual scoring and insight generation, are two distinct functions in the analytics workflow. Learning and model adaptation cycles can, however, be highly dynamic processes with continuous adaptation of the way that insights are generated.

The insights generated in analytics are kept available in a database for subsequent internal or external usage. Recommendation systems usually operate on the analytics insights. Decision making and action taking are typically distributed throughout the various business and operational level management and planning systems. Examples of business level systems and processes that profit from analytics insights are campaign and revenue management, as well as investment planning.

An essential component of future CEM solutions will be recommendation systems that are use-case aware and able to directly propose an action that would optimize a user experience. These systems would, for example, recommend when to start a marketing campaign for upsell and propose which users to include, or recommend investments into infrastructure upgrades to optimize the user experience.

These examples show the ever closer integration of CEM into business level processes and activities. Future recommendation systems will be aware of the service provider’s business goals and preferred strategies to support staff in decision making. The resulting change in scores will then be used to track progress and verify the success of the actions taken.

The customer-centric organization

Many service providers find they need to adapt their business processes to make use of the new insights they receive from CEM. These process adaptations can be expected to produce significant improvements in business results. They are, however, only the first step in the process of becoming a truly customer-centric organization.

A customer-centric organization is characterized by four externally visible key abilities:

1. Being attentive. No requests are left unanswered. The goal is to be perceived as flexible and available. The user feels every effort is being made to accommodate their personal needs with a customized solution.

2. Being proactive. The service provider anticipates customer concerns and addresses them early before they become an issue. In this respect, it is important to choose the right time and channel for interaction.

3. Being consistent. For a good experience, the dialogue with customers across channels needs to be seamless. The user expects the service provider to have a record of all previous contact so that they don’t have to repeat themselves or receive conflicting information from different touchpoints. Information needs to be consistent, flawless and immediate.

4. Being adaptive. Services and products are adapted continuously to meet customer needs. The customer feels their needs are fulfilled and experiences any changes as improvements.

These abilities crosscut a service provider’s entire organization, demanding a high degree of engagement from every employee. This can be achieved through goal-setting and training, but it also requires the right organizational structure and internal interfaces.

CEM helps identify both shortcomings within an organization and any necessary corrective actions. Furthermore, CEM insights enable each unit within the service provider’s organization to master their tasks with continuous awareness of the customer experience impact. Customer-experience-related benchmarks are used as major success criteria for a unit. They can also facilitate investment decisions and indicate the return on investment of actions and changes.

Conclusion

Customer experience management is the practice of continuously managing and improving an organization’s customer touchpoints and interactions. In an increasingly vast and complex digital world, there is a clear need for service providers to understand the customer experience – not only from the perspective of network and service performance, but also, to recognize each user as a subjective individual. Customer experience awareness has the potential to act as a key differentiator in the ICT industry, helping service providers transform into the kind of customer-centric organizations that can offer a high level of personalization. By combining technology, strategies and resources, any service provider has the chance to use customer experience awareness thinking – and CEM systems in particular – to significantly improve customer satisfaction and loyalty.
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Identity is a concept used in fields ranging from philosophy to mathematics, with a variety of definitions. Even within the fields of ICT and IoT, the interpretation of the terms identity and identity management can vary widely, depending on the specific application and particular school of thought.

For many, identity management involves nothing more than giving a thing a traceable name or number, and perhaps adding a password or a public key certificate. For others, it means applying a consistent naming scheme or using a particular protocol to provide a computer with a host name, or a system user with a convenient sign-in experience.

According to ISO/IEC 24760-1:2011, an identity is “a set of attributes related to an entity”, and an entity is defined as “an item … that has a recognizably distinct existence” [1]. These definitions are very broad, and clearly cover more than just devices and people. For example, not only is an IoT device an entity according to this definition; all of its physical and virtual components are also entities, as are all of the actors that interact with them. The definition also covers parts and groups of such items, as long as they have a recognizably distinct existence.

From this perspective, even a small IoT device consists of many entities. Not every entity needs to have one or more identities, however; nor do all established identities need to be managed throughout the complete lifetime of the device.

Defining the set of identities that need to be established, and working out how to manage them, are the result of decisions made on multiple levels at different times. For example, some identities are the result of design decisions about communication technologies or hardware component selection for a particular device.

It is also important to note that an identity does not necessarily have to be unique. For example, an identity can refer to a group of devices, such as in multicasting. An entity can also have – and typically has – more than one identity.

Entities, identities and domains

The application and validity of an identity tend to be finite, and are often dictated by technical limitations. For example, a private IP address has no global meaning; it only has meaning in a private network, and cannot be used on the internet. It is also possible to limit the applicability of an identity even further by design. The resulting domain of applicability describes where an identity may be used.

A car is an example of an entity that has multiple identities that are valid in different, partly overlapping, domains. A car receives its vehicle identification number (VIN) during the manufacturing process. The VIN is used by government agencies to track the car throughout its lifetime. The VIN’s domain of applicability is typically limited to administrative purposes. However, at some point the vehicle will also receive a license plate number, which is used to identify it in public. Its domain of applicability is the public realm. Both the VIN and the license plate number identify the same entity: a particular vehicle. Both should be registered to the same owner. Depending on the type of operation to be performed, a particular one of the two identities or identifiers will be used. In some cases, both might be required. However, rarely can one identity be provided in place of the other.

Although they are separate, identities in different domains are related. In the car example, the relevant identity management systems (IDMSS) are designed to make it possible for government authorities to find out the license plate number from the VIN, and the VIN from the license plate number. When a license plate number is issued, identity management activities affect both domains to ensure traceability.

Understanding identity management

The term identity management is defined in ISO/IEC 24760–1:2011 as “the processes and policies involved in managing the lifecycle and values, type and optional metadata of attributes in identities known in a particular domain” [1].

The car example clearly illustrates that identity
management is not about managing the entity itself (that is, performing operations on the entity). Rather, it is about managing “a set of attributes related to an entity” – data that describes or identifies the entity. Identity management is fundamentally a security technique – not an entity management one. As such, identity management supports the identity-based decisions \([1]\) that must be made to ensure security.

Typical identity-based decisions that are related to security include device authentication, controlling authorizations (typical authentication, authorization and accounting functions) and the categorization of data. For example, identity-based decisions can be used to ensure that the data returned by an IoT sensor (such as a temperature measurement) is associated with the correct entity (the machine from which the temperature was taken). In general, the routing of input and output data to and from an IoT device is based on identities.

The distinction between managing an entity and managing an entity’s identity is important. Managing identities can have side effects that impact the entity, but won’t necessarily. For instance, an attempt to manage an entity via identity management will at best be indirect, and at worst a complete failure.

For example, in geolocation applications, an entity’s location might be one of its identities. The entity might even be addressed (identified) by its location. Performing a particular identity management activity could affect the location data attribute in the identity register. But this change would have no effect on the entity’s actual position. In the best-case scenario, there would be additional mechanisms in place to take the identity management data and translate it into action that would in turn affect the entity itself, such as commanding it to move to the new location. This could work if the entity was a mobile machine, but would obviously fail if it were a factory building (the worst-case scenario).

The limitations of identity management are particularly significant for IoT devices. Identity management is no substitute for proper device management; rather, the two need to work in parallel. Device lifecycle changes must be supported by identity management activities.

The identity management lifecycle

Figure 1 provides an example of the lifecycle of an identity in terms of states and state transitions. This example is a modified version of the reference lifecycle model in ISO/IEC 24760-1:2011 \([1]\). Other lifecycle models may also be used, depending on the specific purpose of the particular identity. An IDMS supports the creation, provisioning, maintenance and decommissioning of identities throughout the lifecycle of a particular type of identity \([1]\), following its lifecycle model.

The lifecycle example in Figure 1 manages an identity within a specific domain. However, we know an entity can have more than one related identity within the same domain, or multiple identities spread over several domains. As a result, the requirements for a real-world IDMS extend beyond merely transitioning through the states for an identity.

Cross-domain management architectures

Two common cross-domain identity management architectures are particularly relevant to IoT identity management. The first, shown in Figure 3, uses one IDMS for coordination, giving it special authority among its peers.

![Figure 1 Example of an identity lifecycle](image1)

![Figure 2 Relative difficulty of managing related identity data](image2)
The architecture shown in Figure 3 is similar to an architecture used in network management, in which individual element managers are each responsible for managing a particular network element, and a network management system coordinates network-wide issues above the element management layer. The architecture can be enhanced by adding hierarchy levels with intermediate coordinating idms.

Figure 4 shows the second common architecture, in which the various idms coordinate with other idms on a peer-to-peer basis. Note that not every idm coordinates with every other idm; this depends on whether there is any need for them to coordinate, as well as technical or administrative limitations.

There are no hard and fast rules dictating which architecture is preferable. Other architectures also exist, including hybrid versions of the architectures presented in Figures 3 and 4. Practitioners need to consider their existing systems and any administrative barriers they may have, and make compromises, adapting their integrations to suit their particular circumstances. Ideally, they should establish one of the architecture options as the primary one and add diverging idms and management subsystems as satellite systems in isolated areas.

Techniques to build a coordinating system
There are technical and administrative issues to overcome when building a coordinating system. The technical issues begin with the communication layer. The individual idms that should take part in cross-domain identity management as shown in Figures 3 and 4 need to communicate in some way—typically via the tcp/ip suite. When faced with legacy protocols on the network layer [4], an adaptation to tcp/ip should be considered. Which protocols to use on layers above the transport layer (particularly the application layer) is both a technical and an administrative decision.

Administration of cross-domain identity management includes the creation of an identity federation: “[an] agreement between two or more domains specifying how identity information will be exchanged and managed for cross-domain identification purposes.” [4] The system that is subsequently built according to this agreement is typically also known as an identity federation.

Single sign-on identity federation
One highly sought-after feature when building identity federations—especially when humans are involved—is single sign-on (sso). With sso, the identity of an entity in one domain can be used for authentication of the same entity in another domain. The purpose of sso is to avoid having to perform identity management in two or more domains in parallel. This is achieved by having fully automated protocols and processes in the identity federation agreement for handling the data processing and exchange between the domains.

Enterprise and cloud system architectures are good examples of how cryptography-based identity federations can be used to provide sso services. SAML, OpenID, and OAuth 2.0 (with or without additional application programming interfaces like OpenID Connect) are typical protocols used to build sso identity federations for authentication or authorization purposes in this context. Essentially, these protocols are used to exchange trust in an identity—and by association, an entity or groups of entities—between domains.

For humans, sso is a highly valued convenience feature that removes tasks like remembering user login credentials. But for non-human IoT entities, which connect to a rather limited number of services, the use of identities and identity-based decisions in IoT device communication does not necessarily require sso.

A typical IoT device might, for example, make use of the following services:

1. A network service that provides basic communication
2. A device management service provided via the Lightweight M2M (LWM2M) management protocol [5]
3. A service management service provided via LWM2M, either separate from or in cooperation with the device management service
4. A payload or application service to which the IoT device delivers data and from which it receives application information.
Cross-Domain Identity of Things

The 3GPP Identity and GBA are currently associated with cellular networks. But this technology can also be used for devices connected to a network using other, non-3GPP technologies.

Since the number of services used is relatively static over the lifetime of the IoT device, and there is no human convenience advantage, an sso-capable identity federation is not absolutely necessary in this type of case. In fact, for small IoT devices, the use of enterprise sso protocols adds considerable overhead to the device firmware. When SSO is needed on an IoT device, lightweight SSO protocols should be considered instead.

The Generic Bootstrapping Architecture (GBA) [4] is a mobile network technology that makes it possible to reuse an identity from within the mobile network domain in other domains. Solutions based on the GBA architecture make use of mobile network subscribers’ identities, associated cryptographic key material and cryptographic algorithms to establish a temporary, cryptographically-secured security association between an IoT device and a service, for example, to provide cryptographically derived, temporary pre-shared keys to secure communication.

It is important to recognize that setting up an identity federation, for SSO purposes or otherwise, requires effort. The need to manage identities in multiple domains is replaced with the need to manage the federation. More importantly, an identity federation requires trust. An enrollment in one domain affects all federated domains, which means that improper identity proofing in one domain creates a potential security risk in all federated domains. However, in some cases – such as GBA – a mobile network operator with an established track record of managing signup and access to network services is in a good position to provide the necessary trust.

Mapping

The SSO identity federation protocols presented above all rely on sound cryptographic principles. The original identity data, including passwords and cryptographic material, are not copied between the domains. Only the trust in some identity – an identity assertion [4] – is exchanged, enabling a federated domain to authenticate an entity, and, if desired, bootstrap its own cryptographic material. This is not the only way to build an identity federation, however.

Another common way to build an identity federation is by mapping. Identity data valid in one domain is mapped to some other identity data in another domain. The mapping can be 1:1 (the data is copied as is) or with some adaptations. For example, the mapping could include adding supplementary identity data, or adding an identity as an attribute to one’s own identity data.

One way to perform mappings is to synchronize at regular intervals. At certain points in time, the contents of two or more SSOs are compared with each other. Algorithms are then used to resolve any detected discrepancies and generate a consistent state across domains.

Tracking changes is another way to perform mapping. When this method is used, each of the state transitions shown in Figure 3 is communicated to the federated IDMSs. The IDMSs then map the received event data and add the result to their identity registers. A message bus is one possible software architecture that can be used for communication and exchange of events between the IDMSs. Regardless of which of these two mapping methods is chosen, it is vital to address the issue of concurrent changes to the mapped data in the federated domains. This can be dealt with by considering one domain to be the master for particular identity data. That is, one domain always has precedence, or may even be the only domain in which the data is allowed to actively be changed.

Identity management domains in the IoT

The selection criteria for identity domains in an IoT network are largely technical, but they are also influenced by organizational factors and sometimes even individual preferences. Domains

Figure 5: Four identity management domains in the IoT
can be quite small or rather broad, containing only a few or many different types of identity data. Figure illustrates four identity management domains that capture the technical and organizational properties of an IoT system at a high level:

- service user domain – where the IoT system is exploited for benefits. Services on top of the IoT device(s) are provided here. They supply a machine or a human with accumulated data and value-added services.
- service management domain – where the application(s) and/or services(s) running on the IoT device are managed, along with their association with enterprise application servers responsible for dealing with the payload data. A service delivery platform would work in this domain, for example.
- device management domain – where basic device functions are managed, including the device lifecycle and firmware (operating system). Services based on the LM2M protocol would run here, for example.
- network domain – the “I” in IoT, where the communication happens, such as a cellular network or another type of WAN, or WLAN.

Identity management and security

There is another point that must be considered when coupling IoT systems to manage identities across domains. Identity management itself needs to be performed securely to fulfill the promise of helping to secure systems. It can only do so when identity management is performed in such a way that the managed identities are not compromised. For example, during enrollment, the right entity must be paired with the right identity. This is the most important aspect of this activity.

The basic security requirements for identity management are nearly identical to the security requirements of modern ICT systems. Both data at rest (storage) and data in motion (communication) need to be protected; and in each case, common ICT security techniques and technologies are relevant. This applies particularly to the exchange of identity information in identity federations, in those cases where identity data (such as access credentials) are simply copied or mapped from one domain to another.

There can be additional security requirements for identity management, depending on the particular domain or system, and on the system providers’ level of commitment to offering a secure system. In general, the security of the management process and the security of the identities will have a direct impact on the trustworthiness of the managed identities.

Conclusion

With the spread of IoT systems to almost all areas of life, IoT security is set to become one of the most important technology development areas in the coming years. IoT systems will need to be able to support large-scale field applications comprising a diversity of connected things. This will require massive enrollments of identities at an early stage of the device lifecycle, as well as the maintenance of those identities throughout the devices’ lifetimes. The use of technologies like GAA and specific identity management systems for the IoT will substantially reduce the complexity of these activities.

It is clear that identity management systems – based on sound identity principles and intra-domain identity lifecycle models – have an important role to play in ensuring IoT security. Due to the heterogeneous setup of IoT end-to-end solutions, an IMSI that can only support one domain is not adequate for the complete identity management of IoT devices. Devices that must be identified in multiple domains need to have their identities managed across them. There are several ways to achieve this, depending on the systems and technologies available, and the relationship between the domains and the domain-specific identity data.
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IN A DATA-DRIVEN SOCIETY
Human-centric data is at the core of the digital economy and most consumer-targeted innovation. What we sometimes forget, however, is that the quantification of everyday human life that produces this data depends not only on technological capabilities, but also on social norms and user values.

TRUST IS A VITAL determining factor influencing users’ decisions to adopt innovations and sign up for new services — particularly those that they know will generate data for the service provider. While user trust is heavily based on their perception of the technological security of a solution or service, it is also fundamentally dependent on social norms and values such as privacy, legitimacy and perceived fairness in the collection and handling of individual information. The long-term success of the digital economy is dependent on consistently high levels of both technological and sociological trust among users.

In light of this, it is of utmost importance that service providers consider the implications of social norms and user values in the service design process.

Human-centric big data

A large proportion of ICT innovation today is driven by the collection and analysis of human-centric data — a key component of the big data phenomenon. In some cases, human-centric data is collected by a company from the users of its current services. In other cases, a company may have purchased the data from another company to gain a better understanding of a new target group, for example. No matter how it is sourced, data is collected, analyzed and traded on a continuous basis, acting as a backbone for wide-ranging products and services from health to consumer goods and services to urban planning.

The implications of this trend extend far beyond mere digitalization in terms of communication and infrastructure. Several scholars have argued that the growing strength of social networks is causing society to become not only “digitized” but increasingly “datafied” — with profound effects on how we read, write, consume, use credit, pay taxes and educate ourselves [1, 2].

This large-scale quantification of human activities has occurred within a very short period of time. Just a few years ago, it was much more difficult to gather human-centric data and use it for service development or commodification. But now, whenever we use the internet or carry a smartphone that is connected to it, we are tracked, logged, analyzed and predicted in a variety of ways: by way of web cookies, search engines, social media, e-mail and online purchases, as well as various types of sensors (including RFID tags and GPS-enabled devices such as cameras, smartphones and wearables). Offline purchase history is another useful resource, which can be administered through loyalty cards and club memberships, for example.

All of this information relating to our activities is not only used by the organizations that collect it; it is also exchanged by numerous commercial and governmental players for a whole variety of reasons. Beside this, there are companies known as data brokers that specialize in collecting and trading consumer data that is often at least partly collected from public sources. Such data collection and trading activities rarely involve a human observer who actually monitors the data points. They rather tend to be handled by an automated, quantitative and ubiquitous storage system built into the infrastructure — in the widest sense of the word — itself [cf. 3].

Some social scientists claim that this trend represents one of the most far-reaching social changes of the past 50 years [cf. 4]. As a result, these data-driven and technology-mediated practices are increasingly gaining the attention of scholars in various disciplines, particularly as they relate to privacy, but also in a variety of critical perspectives on transparency and algorithmic accountability [5, 6], big data ethics [7], behavioral and traditional discrimination [8, 9] or other consequences of a data-driven “platform society” [10].

Web cookies and the black box society

Web cookies are among the tools being used by companies such as Google, Facebook and traditional media houses to create extensive data retention infrastructures. The 2015 update of the Web Privacy Census revealed that a user who visits the world’s 100 most popular websites receives more than 6,000 web cookies, which are stored on their computer [11]. Furthermore, it found that Google tracking infrastructure is on 92 of the top 100 most popular websites and on 93 of the top 1,000 websites, which contributes to making Google the world’s most powerful information manager, with a central place in the modern information economy. Similarly, a 2015 study by the Norwegian data protection authority Datatilsynet showed which parties were present when visiting the front page of six Norwegian newspapers [12]. The report noted that between 100 and 200 web cookies were placed on any computer being used to visit these home pages, that information about the visitor’s IP address was sent to 356 servers, and that an average of 46 third parties were “present” during each visit. However, none of the six newspapers provided their audience with any information relating to the presence of this large selection of third-party companies.

The use of web cookies in this manner contributes to the creation of what has been dubbed the “black box society” [13], where users are unable to make informed decisions when choosing services. Any attempt to find the services that are the most privacy friendly is doomed to fail because users are kept largely in the dark. While advertising companies are the key players in this arena, theirs is far from the only segment that sees the benefits of individually targeted data-gathering practices. The ongoing introduction of innovative analytical methods adds to the importance of the data, including the shift from descriptive to predictive analytics [14].

Growing concerns over lack of control

Several surveys carried out in recent years have revealed that users are becoming increasingly concerned about their lack of control over the use and dissemination of their personal data. A large proportion of ICT innovation today is driven by the collection and analysis of human-centric data — a key component of the big data phenomenon. In some cases, human-centric data is collected by a company from the users of its current services. In other cases, a company may have purchased the data from another company to gain a better understanding of a new target group, for example. No matter how it is sourced, data is collected, analyzed and traded on a continuous basis, acting as a backbone for wide-ranging products and services from health to consumer goods and services to urban planning.

The implications of this trend extend far beyond mere digitalization in terms of communication and infrastructure. Several scholars have argued that the growing strength of social networks is causing society to become not only “digitized” but increasingly “datafied” — with profound effects on how we read, write, consume, use credit, pay taxes and educate ourselves [1, 2].

This large-scale quantification of human activities has occurred within a very short period of time. Just a few years ago, it was much more difficult to gather human-centric data and use it for service development or commodification. But now, whenever we use the internet or carry a smartphone that is connected to it, we are tracked, logged, analyzed and predicted in a variety of ways: by way of web cookies, search engines, social media, e-mail and online purchases, as well as various types of sensors (including RFID tags and GPS-enabled devices such as cameras, smartphones and wearables). Offline purchase history is another useful resource, which can be administered through loyalty cards and club memberships, for example.

All of this information relating to our activities is not only used by the organizations that collect it; it is also exchanged by numerous commercial and governmental players for a whole variety of reasons. Beside this, there are companies known as data brokers that specialize in collecting and trading consumer data that is often at least partly collected from public sources. Such data collection and trading activities rarely involve a human observer who actually monitors the data points. They rather tend to be handled by an automated, quantitative and ubiquitous storage system built into the infrastructure — in the widest sense of the word — itself [cf. 3].

Some social scientists claim that this trend represents one of the most far-reaching social changes of the past 50 years [cf. 4]. As a result, these data-driven and technology-mediated practices are increasingly gaining the attention of scholars in various disciplines, particularly as they relate to privacy, but also in a variety of critical perspectives on transparency and algorithmic accountability [5, 6], big data ethics [7], behavioral and traditional discrimination [8, 9] or other consequences of a data-driven “platform society” [10].

Web cookies and the black box society

Web cookies are among the tools being used by companies such as Google, Facebook and traditional media houses to create extensive data retention infrastructures. The 2015 update of the Web Privacy Census revealed that a user who visits the world’s 100 most popular websites receives more than 6,000 web cookies, which are stored on their computer [11]. Furthermore, it found that Google tracking infrastructure is on 92 of the top 100 most popular websites and on 93 of the top 1,000 websites, which contributes to making Google the world’s most powerful information manager, with a central place in the modern information economy. Similarly, a 2015 study by the Norwegian data protection authority Datatilsynet showed which parties were present when visiting the front page of six Norwegian newspapers [12]. The report noted that between 100 and 200 web cookies were placed on any computer being used to visit these home pages, that information about the visitor’s IP address was sent to 356 servers, and that an average of 46 third parties were “present” during each visit. However, none of the six newspapers provided their audience with any information relating to the presence of this large selection of third-party companies.

The use of web cookies in this manner contributes to the creation of what has been dubbed the “black box society” [13], where users are unable to make informed decisions when choosing services. Any attempt to find the services that are the most privacy friendly is doomed to fail because users are kept largely in the dark. While advertising companies are the key players in this arena, theirs is far from the only segment that sees the benefits of individually targeted data-gathering practices. The ongoing introduction of innovative analytical methods adds to the importance of the data, including the shift from descriptive to predictive analytics [14].

Growing concerns over lack of control

Several surveys carried out in recent years have revealed that users are becoming increasingly concerned about their lack of control over the use and dissemination of their personal data.
Many people are concerned about the possibility of it being used in ways other than those they originally intended when sharing it over their internet-generated personal data, and are particularly worried about having no control and dissemination of their personal data. They are particularly worried about having no control over their internet-generated personal data, and the possibility of it being used in ways other than those they originally intended when sharing it [15, 16].

A clear majority of internet and online platform users in the European Commission’s Special Eurobarometer 2016 expressed their discomfort over the fact that online platforms use information about their internet activities and personal data to tailor advertisements or content to their interests [20]. Further, according to the EU Commission in 2015, only 22 percent of Europeans fully trust companies such as search engines, social networking sites and e-mail services, and as many as 75 percent of internet users are worried about being asked for too much personal data online [21].

A survey conducted by the Pew Research Center in 2014, as many as 59 percent of U.S. users who took part in the study felt they had lost control over the ways in which their personal details are collected and used by companies [22].

Data collection and handling is clearly fueling many users’ growing sense of distrust in service and goods providers. This is naturally a great cause for concern since access to user data is a key enabler of the digital economy. At a certain point, the users’ increasing unease could have a damaging effect on service usage levels, and serious repercussions with respect to the digital economy as a whole.

**Information overload**

Meanwhile, just as the lack of consumer control, and in a sense, the shortage of available information, are problematic, there are indications that the exact opposite – information overload – is also presenting a problem. The information overload in question is specifically related to user agreements, privacy policies and cookie usage. Online user agreements do not appear to be particularly effective in terms of enabling informed user choices. Critics argue that this kind of “privacy self-management” does not provide meaningful control and that there is a need to move beyond relying too heavily on it [22].

In relation to a study on consent practices on Facebook, media scholar and digital sociologist Anja Beechmann posits that “the consent culture of the internet has turned into a blind non-informed consent culture” [23, p. 21]. User agreements often constitute little more than an alibi for providing data-driven businesses with access to user data. The validity of this kind of agreement is consequently questionable.

The trouble with these agreements is that they tend to be too long, too numerous and too obscure. The result is that most users don’t read them carefully and are therefore not fully aware of what they are agreeing to when they sign them. For example, a study that tracked the internet browsing behavior of 58,000 monthly visitors to the websites of 90 online software companies found that only one or two of every 1,000 retail software shoppers accessed the license agreement, and that most of those who did access it read no more than a small portion. The conclusion in that study was that the limiting factor in becoming informed thus seemed not to be the cost of accessing license terms but reading and comprehending them [24, cf. 25]. Arguably, the sheer amount of lengthy license agreements that even an average user of digital services agrees to constitutes a sort of information overload. For example, Norway’s consumer ombudsman Forbrukerrådet recently conducted a study that involved reading the terms and conditions of all the apps on an average smartphone. Reading them was found to take 31 hours and 49 minutes [26].

Media researcher Helen Nissenbaum has pointed out that the obscurity of the agreements may serve a purpose: if they were written more clearly, they would likely be far less readily accepted [27]. In a recent study, the privacy policies of 75 companies that track behavior in digital contexts were reviewed, and the researchers found that many of them lacked important consumer-relevant management information, particularly with respect to the collection and use of sensitive information, the tracking of personally identifiable data and companies’ relationships to third parties [28]. In the short term, a fuzzy and extensive privacy policy appears to be a helpful tool in the data-gathering race. But will there be a price to pay in the long run?

**The privacy paradox and acceptance creep**

In many cases, there is a significant gap between a service provider’s commercial data practices and the normative
Perceptions of privacy and social norms relating to commercial use of individual data change dynamically over time due to socio-technological shifts in general and improved services in particular.

Preferences of many— or even most— of its users. Yet research shows that many users often continue to use services that can be very intrusive, while at the same time stating that they are concerned about data being collected when they use products and services online [cf. 23]. Other studies demonstrate that many individuals have not made any major changes to their data sharing or privacy practices in recent years, despite their concerns regarding online data collection [cf. 2, 29, 30, 31].

In our behavior, we tend to “accept the cost of free,” as noted by competition law scholars Ariel Ezrachi and Maurice Stucke [8, p. 28]. US consumption researchers have put this “privacy paradox” down to consumers’ sense of resignation toward the use of their personal data [32]. In the case of loyalty cards, studies show that although consumers do not necessarily feel satisfied with receiving discounts as a trade-off for sharing their personal data, they feel resigned about the situation rather than driven to address the imbalance. Are these all signs that we are experiencing a phenomenon that legal scholars Mark Burdon and Paul Harpur [33] call “acceptance creep,” with massive data collection practices becoming normalized among users? If so, does the acceptance creep merely point to a sense of resignation (too many choices, too much information—resistance is futile) or to the beginning of a fundamental shift in social norms (perceptions) regarding data and privacy?

The answer likely contains a little bit of both. Perceptions of privacy and social norms relating to commercial use of individual data change dynamically over time due to socio-technological shifts in general, and improved services in particular. But the current gap between the stated norms of users and the data practices of service providers is very clear. A great deal of the commercial data collection and handling that is taking place at present is simply not perceived as legitimate. Figuring out how to handle users’ normative and behavioral preferences and navigating the “non-informed” consent culture is a major challenge for service designers in a data-driven digital economy.

**Ethical implications of information asymmetry**

The emergence of big data has added to the information asymmetry between customers and the companies in the insurance, airline and hotel industries and other traditional markets—an effect that is further amplified by the advent of predictive analytics [cf. 8]. This raises several questions about service development and design in terms of how the more qualitative aspects of humanity might be incorporated into all of this quantification. The first question relates to balancing powers on the markets, which in most cases would mean empowering the consumers who are often in the dark with regard to how their data is being collected, analyzed and traded. One way of doing this would be to increase transparency about data practices, another would be to redesign the legal and structural protective measures to better protect weaker parties that have provided “non-informed” consent from being taken advantage of by service providers.

A somewhat more complex question that needs to be addressed is the extent to which users’ values and cultures should be considered when designing large-scale automated systems and algorithms. This is related to the ethical and moral questions that may arise as an outcome of quantification and automation of a particular kind. Concerns like this have only begun to be conceptualized and discussed—one example being a recent report from the committees of the IEEE Global Initiative for Ethical Considerations in Artificial Intelligence and Autonomous Systems [34].

We can already see a growing tendency among market players such as insurance brokers, money lenders and health institutions to base interest rates, insurance costs and payment plans on detailed, big-data-based analyses of individuals. This could also concern predictive analytics of future health, income and life expectancy.

What are the potential risks and repercussions of this kind of development from an ethical and normative point of view? More specifically, how should we understand and govern complex (and often proprietary) algorithms and machine-learning processes that may produce troublesome consequences from a social, legal, democratic or other perspective? These are questions that both the public and private sectors need to address urgently.

**Commercial practices and the lagging law**

One of the key challenges met when regulating the use of human-centric data is that the use of
such information has already become so integral to innovation at a time when both lawmakers and private individuals are still largely unaware of how it is collected and used. From a legal point of view, the challenge is arguably largely the result of a lack of knowledge of growing data practices and their outcomes, but is also of a conceptual kind: how should new practices and phenomena be understood and governed? Law is inevitably path dependent in that it is reliant on past notions or past social and technological conditions when regulating contemporary challenges. The result, according to emerging socio-legal research in the field, is a sort of path-dependent renegotiation of traditional concepts for the regulation of new phenomena [55]. For example, should Facebook be liable for content to innovation at a time when both lawmakers and private individuals are still largely unaware of how its collection and use. From a legal point of view, I think regulators must understand and govern? Law is inevitably path dependent in that it is reliant on past notions or past social and technological conditions when regulating contemporary challenges. The result, according to emerging socio-legal research in the field, is a sort of path-dependent renegotiation of traditional concepts for the regulation of new phenomena [55]. For example, should Facebook be liable for content to innovation at a time when both lawmakers and private individuals are still largely unaware of how its collection and use. From a legal point of view, I think regulators must understand and govern? Law is inevitably path dependent in that it is reliant on past notions or past social and technological conditions when regulating contemporary challenges. The result, according to emerging socio-legal research in the field, is a sort of path-dependent renegotiation of traditional concepts for the regulation of new phenomena [55]. For example, should Facebook be liable for content to innovation at a time when both lawmakers and private individuals are still largely unaware of how its collection and use. From a legal point of view, I think regulators must understand and govern? Law is inevitably path dependent in that it is reliant on past notions or past social and technological conditions when regulating contemporary challenges. The result, according to emerging socio-legal research in the field, is a sort of path-dependent renegotiation of traditional concepts for the regulation of new phenomena [55]. For example, should Facebook be liable for content to innovation at a time when both lawmakers and private individuals are still largely unaware of how its collection and use. From a legal point of view, I think regulators must understand and govern? Law is inevitably path dependent in that it is reliant on past notions or past social and technological conditions when regulating contemporary challenges. The result, according to emerging socio-legal research in the field, is a sort of path-dependent renegotiation of traditional concepts for the regulation of new phenomena [55]. For example, should Facebook be liable for content to innovation at a time when both lawmakers and private individuals are still largely unaware of how its collection and use. From a legal point of view, I think regulators must understand and govern? Law is inevitably path dependent in that it is reliant on past notions or past social and technological conditions when regulating contemporary challenges. The result, according to emerging socio-legal research in the field, is a sort of path-dependent renegotiation of traditional concepts for the regulation of new phenomena [55]. For example, should Facebook be liable for content to innovation at a time when both lawmakers and private individuals are still largely unaware of how its collection and use. From a legal point of view, I think regulators must understand and govern? Law is inevitably path dependent in that it is reliant on past notions or past social and technological conditions when regulating contemporary challenges. The result, according to emerging socio-legal research in the field, is a sort of path-dependent renegotiation of traditional concepts for the regulation of new phenomena [55]. For example, should Facebook be liable for content to innovation at a time when both lawmakers and private individuals are still largely unaware of how its collection and use. From a legal point of view, I think regulators must understand and govern? Law is inevitably path dependent in that it is reliant on past notions or past social and technological conditions when regulating contemporary challenges. The result, according to emerging socio-legal research in the field, is a sort of path-dependent renegotiation of traditional concepts for the regulation of new phenomena [55]. For example, should Facebook be liable for content to innovation at a time when both lawmakers and private individuals are still largely unaware of how its collection and use. From a legal point of view, I think regulators must understand and govern? Law is inevitably path dependent in that it is reliant on past notions or past social and technological conditions when regulating contemporary challenges. The result, according to emerging socio-legal research in the field, is a sort of path-dependent renegotiation of traditional concepts for the regulation of new phenomena [55]. For example, should Facebook be liable for content to innovation at a time when both lawmakers and private individuals are still largely unaware of how its collection and use. From a legal point of view, I think regulators must understand and govern? Law is inevitably path dependent in that it is reliant on past notions or past social and technological conditions when regulating contemporary challenges. The result, according to emerging socio-legal research in the field, is a sort of path-dependent renegotiation of traditional concepts for the regulation of new phenomena [55]. For example, should Facebook be liable for content to innovation at a time when both lawmakers and private individuals are still largely unaware of how its collection and use. From a legal point of view, I think regulators must understand and govern? Law is inevitably path dependent in that it is reliant on past notions or past social and technological conditions when regulating contemporary challenges. The result, according to emerging socio-legal research in the field, is a sort of path-de...
wireless access

The promise of ubiquitous fixed wireless access (FWA) looms large with every new generation of wireless or mobile technology. And 5G is no exception. Indeed, one of the 5G use cases currently gaining momentum is FWA for both small and medium-sized enterprise (SME) exceptions. The potential to enable cost-efficient FWA broadband (MBB) and it only becomes stronger as LTE evolves. The further evolution toward 5G has opened up for much higher capacities in the realm of 3GPP radio access as a residential broadband technology.

5G FWA could also be used to boost existing fixed MBN in dense urban deployments to achieve higher peak rates and thereby meet increasing bandwidth and latency requirements without having to make comprehensive upgrades to the existing infrastructure.

The FWA opportunity in 5G

FWA is a concept for providing broadband service to homes and SMEs that is particularly attractive in cases where there is no infrastructure in place to deliver wired broadband via copper, fiber or hybrid solutions. It can also be used when the existing infrastructure is not able to provide sufficient service. With 5G due to provide 100 times more capacity than 4G, it has the potential to enable cost-efficient FWA on a massive scale.

Terms and abbreviations

- FWA – Fixed Wireless Access
- BBA – Broadband Access
- LTE – Long-Term Evolution
- MBB – Mobile Broadband
- 3G – Third Generation
- 4G – Fourth Generation
- 5G – Fifth Generation
- FTTH – Fiber-to-the-Home
- FTTX – Fiber-to-the-Curb
- FTTO – Fiber-to-the-Office
- FTTP – Fiber-to-the-Premises
- FTTB – Fiber-to-the-Building
- FTTU – Fiber-to-the-Unit
- FTTD – Fiber-to-the-Door
- FTTF – Fiber-to-the-Field
- FTTZ – Fiber-to-the-Zone
- FTTX – Fiber-to-the-X
- FTTB – Fiber-to-the-Base
- FTTU – Fiber-to-the-Unit
- FTTD – Fiber-to-the-Door
- FTTF – Fiber-to-the-Field
- FTTZ – Fiber-to-the-Zone
- FTTX – Fiber-to-the-X
- FTTB – Fiber-to-the-Base
- FTTU – Fiber-to-the-Unit
- FTTD – Fiber-to-the-Door
- FTTF – Fiber-to-the-Field
- FTTZ – Fiber-to-the-Zone
- FTTX – Fiber-to-the-X
- FTTB – Fiber-to-the-Base
- FTTU – Fiber-to-the-Unit
- FTTD – Fiber-to-the-Door
- FTTF – Fiber-to-the-Field
- FTTZ – Fiber-to-the-Zone
- FTTX – Fiber-to-the-X
- FTTB – Fiber-to-the-Base
- FTTU – Fiber-to-the-Unit
- FTTD – Fiber-to-the-Door
- FTTF – Fiber-to-the-Field
- FTTZ – Fiber-to-the-Zone
- FTTX – Fiber-to-the-X

5G-based FWA is expected to enable robust services with sustainable rates that are high enough to meet the foreseeable needs for home use well into the future. With 5G, capacity will be provided through fixed broadband (FBB) at much higher rates than current 4G solutions. In many situations, FWA – based on 3G, 4G or 5G – may be the only feasible broadband access (BBA) option, particularly in rural areas and emerging markets with limited fixed infrastructure, which comprise the majority of homes around the globe. For example, although more than one-third of all households in developing countries have internet access, only about 20 percent of that access is provided through fixed broadband. FBB in lower frequency bands – such as 3.5 GHz – opens up for much higher capacities in the realm of 3GPP radio access as a residential broadband technology.
physical infrastructure. In particular, 5G FWA appears capable of addressing the bandwidth saturation issue caused by the high demand for typical residential services such as IPTV. The very low latency of 5G access is also a potential key enabler for future applications.

Thanks to high-efficiency data compression techniques, variable bitrate video and adaptive bitrate streaming, 5G FWA is well positioned to become a leading media distribution technology. High-efficiency data compression techniques allow for the delivery of high-resolution video with less bandwidth, while variable bitrate video enables the transport of more video streams using less bandwidth than constant bitrate. Finally, adaptive bitrate streaming is a technique that enables the best possible multimedia viewing experience, as it adapts automatically to any changes in network conditions (such as fluctuations in available bandwidth).

5G and the FWA opportunity

To enable higher user data rates and greater system capacity, 5G radio will make use of new and often higher frequency bands. The most prominent band options currently under consideration are 3.5GHz, 28GHz, 37GHz, and 39GHz, in addition to higher frequency bands. The most prominent technique in 5G and the FWA opportunity (such as fluctuations in available bandwidth).

Figure 1 outlines a few alternatives for possible 5G FWA deployments. The placement of the RBS in relation to other nodes depends on the frequency it operates on – the higher the frequency, the shorter the reach of radio links from the RBS. The mainly indoor entities that provide consumer connectivity are orange, and the corresponding outdoor entities are green.

Since 5G will support multi-access networks, it will be possible to deploy FWA as a complement to existing fixed access to boost peak rates for the home consumer’s fixed rate. Upgrading existing fixed access will be possible to deploy FWA as a complement to existing fixed access to boost peak rates for the home consumer’s fixed rate. Upgrading existing fixed access to support very high peak rates without requiring dedicated fixed facilities. FWA is steadily becoming a more sustainable alternative to fixed access due to the ongoing incorporation of more spectrum, beamforming, advancements in terminals, optimization of media distribution, virtualization of RAN and core, and other forms of technological progress in the 4G/5G arena. Figure 2 presents a schematic illustration of production cost per subscriber as a function of traffic per subscriber, depicting how 5G technologies can add value for consumers in a FWA scenario. (Note that the numbers on the x and y axes are representative – the actual numbers depend on many factors that may vary in different parts of the world.)

One obvious advantage of 5G FWA is its ability to support very high peak rates without requiring dedicated fixed facilities for each consumer. In fixed networks, the fiber or copper plant needs to be physically dimensioned for each consumer’s fixed rate. Upgrading existing fixed plants is typically a slow and costly process, not least due to deployment costs and rights of way. By 2020, BBA speeds in excess of 100Mbps are expected to be available in less than to percent of all residential connections worldwide. In

Figure 1 Examples of FWA deployment alternatives

Figure 2 Production cost per subscriber as a function of traffic per subscriber
fact, in 2020, almost two-thirds of all broadband connections will still provide peak rates below 25Mbps. Such numbers suggest that there are many opportunities around the world for 5G to complement existing solutions or create new ones, as our use case below also suggests.

The 5G-based FWA use case

We have studied a range of different scenarios to assess the system performance that is achievable in fixed wireless use cases. Our findings show that coverage and overall performance largely depend on which frequency band is used, the environment or terrain the system operates in and the placement of the terminal antenna.

One of the key scenarios we have studied is a suburban environment with 1,000 households per square kilometer. Twenty-five percent of the households use a 4K UHD video service (video on demand or linear) that requires a download speed of at least 15Mbps for uninterrupted playout of basic 4K video streams. To support this demand, a network is deployed with base stations on utility poles that are 6m tall. Terminal antennas are placed outdoors – often on rooftops or walls – as well as indoors. The buildings are 4-10m tall, and there are trees in the area that reach heights of 5-15m and attenuate the signal. In our study, the buildings and trees were represented on a three-dimensional digital map, and a ray-tracing technique was used to create a model showing their impact on radio propagation; this included diffractions, reflections, path loss owing to the effect of foliage, and building penetration loss.

The system design was based on a preliminary 5G New Radio (NR) concept operating at 28GHz with a bandwidth of 200MHz, utilizing beamforming and multi-user MIMO and enabled by a base station antenna array of 8x12 cross-pole elements. We made the conservative assumption that terminal antennas were omni-directional with a 10dBi gain. Two-layer MIMO was used for each user. A summary of the simulation assumptions is presented in Figure 3.

Figure 4 shows a map of the environment where each user was assigned a color based on the data rates they received at a low traffic load. A majority of the users enjoyed data rates in excess

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base station transmit power</td>
<td>35dBm</td>
</tr>
<tr>
<td>CPE transmit power</td>
<td>30dBm</td>
</tr>
<tr>
<td>Channel bandwidth</td>
<td>200MHz</td>
</tr>
<tr>
<td>Operating frequency</td>
<td>28GHz</td>
</tr>
<tr>
<td>Duplex mode</td>
<td>TDD with 57 percent downlink allocation</td>
</tr>
</tbody>
</table>

Figure 3 Simulation assumptions

Figure 4 Throughput map of suburban area at low load
of 800Mbps. Only 11 percent of them had a data rate of below 400Mbps and all of them had the targeted 15Mbps.

When the traffic load increases in this scenario, user data rates decrease owing to greater interference and queuing. Figure 5 shows the proportion of users with data rates exceeding the required 15Mbps and 100Mbps, depending on the traffic load. The maximum traffic load in this scenario is 5200GB per month per subscription, with 95 percent of the users benefiting from a data rate that exceeds the targeted 15Mbps. This is equal to 1Gbps per site. Sixty-nine percent of the users enjoy a data rate of more than 100Mbps at this high load level.

The results shown in Figure 5 are based on the use of rooftop antennas. However, it is possible to achieve similar results with wall-mounted and indoor antennas, but only for smaller cells, due to diffraction and indoor penetration losses. Our research indicates that the optimal 5G FWA solution is likely to include hybrid terminal antenna placement, where only the users who are furthest from the base station use rooftop antennas, while those closer to it use outdoor wall-mounted or indoor alternatives. The percentage of households using each of the three antenna placement variations is illustrated in Figure 6. The results show that for an inter-site distance (ISD) of 350m, 78 percent of the households can use indoor antennas (usually integrated into CPES), whereas the rest should rely on either outdoor wall-mounted antennas (17 percent) or rooftop-mounted antennas (5 percent) to achieve better propagation conditions.

We made similar analyses for other combinations of frequency bands, environments and terminal antenna placements. Figure 7 provides a summary of a selection of these, focusing on the 3.5GHz and 28GHz frequency bands. While these two bands are by no means the only frequency options for FWA, they are good examples of low and high frequency FWA solutions that can provide insight in terms of the feasibility and usability of FWA for different applications and services.

The key performance findings for both 3.5GHz and 28GHz are encouraging. As expected, 3.5GHz provides very good mobile coverage, allowing longer reach compared with the 28GHz band. Although the available bandwidth is smaller
at 3.5GHz, the use of massive beamforming and MU-MIMO provides very high cell spectral efficiency, making this band a great candidate for delivering video services. Moreover, this band can be used to deliver basic home broadband connectivity – as an outside-in mmb available to indoor users, for example – which would make it easier to realize the vision of connecting the billions of unconnected people in rural and remote areas.

Several options for FWA transport
FWA poses new challenges in providing cell site connectivity. Compared with conventional macro deployments, FWA may require 10 times more cells and cell site connections, putting significant strain on the backhaul network. As shown in Figure 7, the required ISD varies from several hundred meters to a few kilometers depending on the actual 5G radio deployment.

With 5G, several functional splits have been proposed to enable new scenarios for the deployment of RAN functions across sites [4]. Three of these – C1, C2, and C3 – are shown in Figure 8. The specific requirements on the transport network depend on how the RAN is deployed and which interfaces are carried over the transport network.

Generally, FWA deployment requires the use of advanced array antennas to support MU-MIMO and beamforming for the required capacities and peak rates of residential access. This in turn determines the interface capacities of different RAN splits, as shown in Figure 9.
Each cell site (utility pole) serves approximately 25 customers, resulting in user data bandwidth requirements per utility pole of 5Gbps at peak rate and 2Gbps sustainable rate. For lower splits such as CPRI, the antenna configuration in FWA would require very high transport bitrates, which is not feasible in the access segment. Instead, splits higher up in the layers are more likely (MAC-PHY, for example) where transport bitrates can be kept below 10G per site.

Compared with fixed access systems, the fan-out requirements for FWA transport solutions are lower, while requirements on capacity are higher. The requirements on latency and jitter are also more stringent. The densification of cell sites required by FWA means that the transport solutions may need to provide connectivity to 10 times as many sites as in today’s mobile deployments. This is still just a fraction of the number of connections needed in fixed wireline access deployments, though.

The choice of optimal transport solution depends on factors such as available copper/fiber infrastructure and site structure. A range of possible transport solutions (both optical and wireless) that could support FWA are listed in Figure 10.

### Enabling technologies

The 5G FWA concept will only become stronger and more flexible as a result of the family of enabling technologies that is currently being incorporated into implementations of various portions of 5G systems, including:

- **5G and 5G RAN**, which will increase its deployment flexibility and network scalability, necessary for meeting a wide variety of coming performance requirements.
- **core networks**, with a focus on software-defined networking and virtualization to provide elastic connectivity.
- **next generation central offices (NGCOs)**, which will be able to provide the necessary facilities such as mini data centers required to meet fixed and mobile service and infrastructure convergence challenges.

** Taken together, these new attributes of next generation mobile networks will provide a very potent toolbox to meet future FWA needs.

A split 5G and 4G RAN architecture is of particular significance when building FWA solutions because it makes it possible to place functions (including those in the RAN) dynamically across the access network to fulfill various needs. Functional node types execute on pools of hardware with both special and general purpose processors. This provides the necessary flexibility to adapt networks to future capacity, latency and other needs, such as supporting future virtual and augmented reality applications in homes.

The ability to use software to dynamically configure core and service networks also plays an important role in generating the flexibility required to enable the deployment of FWA solutions on a truly converged mobile and wireline hardware infrastructure. This means that features, functions and operational capabilities conceived for mobile networks can also be used for FWA where appropriate. Solutions like blind cache [7] for optimized content delivery, models for network sharing, and unbundling via Mobile Virtual Network Operators (MVNOs) and other approaches are just a few examples.

### Conclusion

Key technology enablers such as beamforming and new frequency bands, in combination with advances in mobile back and front haul, network virtualization and network programmability, are strengthening the FWA concept significantly. While the exact characteristics of any FWA deployment are case specific, our research suggests that 5G-based FWA is definitely an option to fulfill the advanced future service requirements of the homes and SMEs of tomorrow in many types of environments around the globe.

With 5G, we have the opportunity to achieve true network convergence, since the same technology and indeed the same infrastructure can be used to provide next generation MBB, IoT, and FWA.

### Possible transport solutions for FWA

**Table:**

<table>
<thead>
<tr>
<th>Solution</th>
<th>Advantages and disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical systems</td>
<td><strong>Advantages</strong></td>
</tr>
<tr>
<td>P2P fiber (grey optics)</td>
<td>Low-cost optics and support for high capacity and low latency</td>
</tr>
<tr>
<td></td>
<td>Requires fiber-rich deployment</td>
</tr>
<tr>
<td>TWDM-PON (such as XG-PON, NG-PON, GE-PON)</td>
<td>Low-cost potential and potential system reuse between FWA and FTTH clients</td>
</tr>
<tr>
<td></td>
<td>Limited capacity (≤10G) and limited low latency support</td>
</tr>
<tr>
<td></td>
<td>Limiting possible RAN deployment options (functional splits, RAN coordination) and RAN services (low latency services)</td>
</tr>
<tr>
<td>WDM-PON (such as WS-WDM-PON, WR-WDM-PON)</td>
<td>Dedicated solution for RAN transport where optical distribution network (ODN) deployment can be tailored for desired RAN deployment</td>
</tr>
<tr>
<td>P2P WDM overlay (such as NG-PON2)</td>
<td>Reuse of potentially existing fiber plant for providing P2P connections for mobile transport. Support for high capacity and low latency</td>
</tr>
<tr>
<td></td>
<td>High costs and footprint associated with ODN filters</td>
</tr>
<tr>
<td>Active systems</td>
<td><strong>Advantages</strong></td>
</tr>
<tr>
<td>Ethernet (such as for CPRI over Ethernet, OTN)</td>
<td>Reuse of existing infrastructure suitable for active network deployment</td>
</tr>
<tr>
<td></td>
<td>Deployment options (RAN splits) practically limited by deployed active equipment (capacity and protocol support)</td>
</tr>
<tr>
<td>Wireless systems</td>
<td><strong>Advantages</strong></td>
</tr>
<tr>
<td>In-band wireless (5G, LTE)</td>
<td>Low-cost deployment</td>
</tr>
<tr>
<td></td>
<td>Spectrum is shared between access and transport (less overall capacity or more spectrum needed)</td>
</tr>
<tr>
<td>Out-of-band wireless (MW, FS0 and so on)</td>
<td>Low-cost deployment compared with fiber but more effort needed compared with in-band</td>
</tr>
<tr>
<td></td>
<td>Dependent on solution or spectrum, whether or not licensed spectrum is needed, sensitivity to weather conditions and so on</td>
</tr>
</tbody>
</table>

**Figure 10:** Possible transport solutions for FWA
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The last mile is the part of the telecommunications network that physically reaches user premises, either by wireless technology (cellular networks) or wireline technology such as cable, fiber or digital subscriber line (DSL). The achievable data rates for each of these access technologies vary, but in many cases the bandwidth depends on the distance between the access termination point in the service provider network and the device in the user premises. This means that no matter how fast the service is up to the access termination point, the users who are farthest away from it will experience significantly slower service than the ones who are closer.

For example, although the most recently standardized DSL technologies allow bitrates of up to 1Gbps, most subscribers today are still getting less than 20Mbps. The reason for this is the dependency between the achievable bitrate and the length of the copper line connecting a household to the DSL access multiplexer (DSLAM). As Figure 1 shows, if the distance between the user premises and the DSLAM exceeds 2km, DSL speed falls quickly below 20Mbps. The obvious solution is to reduce the length of the last mile. If the copper line distance can be reduced to less than 250m, new technologies and standards such as vectoring and G.fast will allow bitrates of about 1Gbps. However, reducing the copper line distance is costly because it requires the deployment of more street cabinets connected by fiber lines to the backbone network. To get around this, some fixed broadband service providers have started to launch offerings that combine DSL with LTE as a cheaper way to boost the bitrate for DSL customers than deploying more fiber-connected DSLAM street cabinets.

Similarly, LTE/Wi-Fi aggregation is useful as a booster for mobile phones. Some operators have started deploying solutions that combine Wi-Fi and LTE accesses in areas such as shopping malls and big event venues as a means to increase user capacity while at the same time offloading their cellular network traffic to the fixed networks when possible.

Technologies for access aggregation

Many standardized aggregation technologies only support use cases in which links using the same access type are aggregated. This is known as bonding, and examples include the bonding of several Ethernet links, or of two DSL access links. However, reducing the copper line distance is costly because it requires the deployment of more street cabinets connected by fiber lines to the backbone network. To get around this, some fixed broadband service providers have started to launch offerings that combine LTE with Wi-Fi as a cheaper way to boost the bitrate for DSL customers than deploying more fiber-connected DSLAM street cabinets.

Similarly, LTE/Wi-Fi aggregation is useful as a booster for mobile phones. Some operators have started deploying solutions that combine Wi-Fi and LTE accesses in areas such as shopping malls and big event venues as a means to increase user capacity while at the same time offloading their cellular network traffic to the fixed networks when possible.

**Terms and abbreviations**

- **ACK** – Acknowledgment
- **CCA** – Congestion Control Algorithm
- **CPE** – Customer premises equipment
- **CPU** – Central Processing Unit
- **DPDK** – Data Plane Development Kit
- **DSL** – Digital subscriber line
- **DSLAM** – Digital subscriber line access multiplexer
- **EPC** – Evolved Packet Core
- **LTE** – Long Term Evolution
- **LTE-A** – Long Term Evolution Advance
- **MCC** – Managed Connection Control
- **MFDN** – Media First Delivery Node
- **RNA** – Radio Network Awareness
- **RNA** – Radio Network Awareness
- **RTT** – Round trip time
- **TCP** – Transmission Control Protocol
- **VDSL** – Very high-speed DSL
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their introduction on mobile devices would require a significant implementation effort, and even the apps running on them would require modifications.

Multipath TCP, as specified by the IETF [2], can be deployed in existing networks more easily than other alternatives because it is an evolution of TCP [3] – the most widely used protocol in the internet today. This guarantees interoperability between equipment from different vendors. Like TCP, Multipath TCP works on top of IP. Since IP is the foundation of all internet protocols, Multipath TCP can be used across all kinds of access networks, providing a rich toolkit that supports access aggregation for use cases such as bandwidth aggregation, reliability and seamless connectivity.

In addition, there is an open source reference implementation for Multipath TCP that is continuously developed and improved by a large community of developers [4].

Figure 2 shows two access aggregation scenarios enabled by Multipath TCP. The first scenario shows DSL/LTE aggregation, where an existing DSL connection is combined with LTE. If the DSL link provides 12 Mbps and the LTE link provides 8 Mbps, the aggregated bandwidth that can be obtained via Multipath TCP is roughly 20 Mbps.

The second scenario shows LTE/Wi-Fi aggregation, which functions according to the same principle. Together with a mobile device manufacturer, Ericsson has performed successful field trials in public LTE and Wi-Fi networks using commercially available mobile devices. Only the firmware was modified to support Multipath TCP.

Although the benefits of Multipath TCP are often presented in the context of two different access networks, there is no limit in Multipath TCP that would prevent the use of three, four or more access networks. The access networks could even be operated by different service providers, which is an additional benefit for use cases aiming for improved resiliency.

Aggregating bandwidth

Bandwidth aggregation refers to the ability of Multipath TCP to combine the bandwidth of several links into one logical connection. Figure 3 shows...
an example of how Multipath TCP adds together the bandwidth of its and LTE. This is equally valid for the LTE + Wi-Fi scenario depicted in the bottom part of Figure 2.

The bandwidth aggregation features of Multipath TCP apply to both downlink and uplink directions. As a result, Multipath TCP also helps to improve uplink speeds, which are only a fraction of the downlink speed in existing (asymmetric) DSL consumer services. For instance, the uplink speed over a 6Mbps asymmetric DSL connection is usually below 1Mbps. Aggregating DSL and LTE makes it possible to boost the uplink speed. For example, the uplink speed over a 6Mbps asymmetric DSL connection is usually below 1Mbps. Aggregating DSL and LTE makes it possible to boost the uplink speed, which is only a fraction of the downlink speed in existing (asymmetric) DSL consumer services. For instance, the uplink speed over a 6Mbps asymmetric DSL connection is usually below 1Mbps. Aggregating DSL and LTE makes it possible to boost the uplink speed to 10Mbps and more. DLS and LTE makes it possible to boost the uplink speed to 10Mbps and more.

Examples of services that would benefit from the bandwidth aggregation features of Multipath TCP are:

1. A user watching HDTV (high-definition TV) over a DSL connection. The user is not capable of providing enough bandwidth to perform flow control. Upon receiving data, the receiver sends an acknowledgment (ACK) back to the sender. Such an ACK contains a "window," which indicates the maximum number of bytes the sender is allowed to transmit before receiving a further permission. This way, the receiver controls the amount of data transferred by the sender. Finally, the receiver or non-ACKs guide the TCP Congestion Control Algorithm (CCCA) to determine the pace at which data may be sent. Today, many endpoints have multiple data communication interfaces and therefore multiple IP addresses. For example, a laptop is often equipped with both a wired and a wireless interface, and a smartphone often has the capability to use multiple wireless communication technologies. Using regular TCP, these devices are capable of establishing multiple simultaneous TCP connections, with each connection tied to one specific IP interface. In other words, each TCP connection is bound to a single path defined by the IP addresses of the connection’s endpoints. Note, without having any impact on the application. A typical use case would be a session started over Wi-Fi. If the mobile device leaves Wi-Fi coverage and enters mobile broadband coverage, the session will break and need to be reestablished. This can be quite annoying and time consuming for the user, especially if two-factor authentication is involved. With Multipath TCP, the session does not get interrupted due to the change of access.

Changing from one access to another can also be triggered by service provider policies. For example, a service provider could have a policy to use LTE by default, but move some traffic to Wi-Fi when there is wide-area coverage. In all cases, the use of Multipath TCP prevents sessions from being interrupted if and when access systems change.

How Multipath TCP works

TCP [3] is one of the main protocols in the IP suite, providing a reliable means of communication between two endpoints. Once a TCP connection has been set up, both endpoints can send a data stream to each other. TCP is designed to cope with data that is damaged, lost, duplicated or delivered out of order. Furthermore, it provides a means to perform flow control. Upon receiving data, the receiver sends an acknowledgment (ACK) back to the sender. Such an ACK contains a "window," which indicates the maximum number of bytes the sender is allowed to transmit before receiving a further permission. This way, the receiver controls the amount of data transferred by the sender. Finally, the receiver or non-ACKs guide the TCP Congestion Control Algorithm (CCCA) to determine the pace at which data may be sent.

Today, many endpoints have multiple data communication interfaces and therefore multiple IP addresses. For example, a laptop is often equipped with both a wired and a wireless interface, and a smartphone often has the capability to use multiple wireless communication technologies. Using regular TCP, these devices are capable of establishing multiple simultaneous TCP connections, with each connection tied to one specific IP interface. In other words, each TCP connection is bound to a single path defined by the IP addresses of the connection’s endpoints. Note, without having any impact on the application. A typical use case would be a session started over Wi-Fi. If the mobile device leaves Wi-Fi coverage and enters mobile broadband coverage, the session will break and need to be reestablished. This can be quite annoying and time consuming for the user, especially if two-factor authentication is involved. With Multipath TCP, the session does not get interrupted due to the change of access.

Changing from one access to another can also be triggered by service provider policies. For example, a service provider could have a policy to use LTE by default, but move some traffic to Wi-Fi when there is wide-area coverage. In all cases, the use of Multipath TCP prevents sessions from being interrupted if and when access systems change.

How Multipath TCP works

TCP [3] is one of the main protocols in the IP suite, providing a reliable means of communication between two endpoints. Once a TCP connection has been set up, both endpoints can send a data stream to each other. TCP is designed to cope with data that is damaged, lost, duplicated or delivered out of order. Furthermore, it provides a means to perform flow control. Upon receiving data, the receiver sends an acknowledgment (ACK) back to the sender. Such an ACK contains a "window," which indicates the maximum number of bytes the sender is allowed to transmit before receiving a further permission. This way, the receiver controls the amount of data transferred by the sender. Finally, the receiver or non-ACKs guide the TCP Congestion Control Algorithm (CCCA) to determine the pace at which data may be sent.

Today, many endpoints have multiple data communication interfaces and therefore multiple IP addresses. For example, a laptop is often equipped with both a wired and a wireless interface, and a smartphone often has the capability to use multiple wireless communication technologies. Using regular TCP, these devices are capable of establishing multiple simultaneous TCP connections, with each connection tied to one specific IP interface. In other words, each TCP connection is bound to a single path defined by the IP addresses of the connection’s endpoints. Note, without having any impact on the application. A typical use case would be a session started over Wi-Fi. If the mobile device leaves Wi-Fi coverage and enters mobile broadband coverage, the session will break and need to be reestablished. This can be quite annoying and time consuming for the user, especially if two-factor authentication is involved. With Multipath TCP, the session does not get interrupted due to the change of access.

Changing from one access to another can also be triggered by service provider policies. For example, a service provider could have a policy to use LTE by default, but move some traffic to Wi-Fi when there is wide-area coverage. In all cases, the use of Multipath TCP prevents sessions from being interrupted if and when access systems change.

How Multipath TCP works

TCP [3] is one of the main protocols in the IP suite, providing a reliable means of communication between two endpoints. Once a TCP connection has been set up, both endpoints can send a data stream to each other. TCP is designed to cope with data that is damaged, lost, duplicated or delivered out of order. Furthermore, it provides a means to perform flow control. Upon receiving data, the receiver sends an acknowledgment (ACK) back to the sender. Such an ACK contains a "window," which indicates the maximum number of bytes the sender is allowed to transmit before receiving a further permission. This way, the receiver controls the amount of data transferred by the sender. Finally, the receiver or non-ACKs guide the TCP Congestion Control Algorithm (CCCA) to determine the pace at which data may be sent.

Today, many endpoints have multiple data communication interfaces and therefore multiple IP addresses. For example, a laptop is often equipped with both a wired and a wireless interface, and a smartphone often has the capability to use multiple wireless communication technologies. Using regular TCP, these devices are capable of establishing multiple simultaneous TCP connections, with each connection tied to one specific IP interface. In other words, each TCP connection is bound to a single path defined by the IP addresses of the connection’s endpoints. Note,
In regular TCP, an application initiates communication by opening a connection via an application programming interface (API) provided by the operating system. The TCP layer communicates in its turn with the IP layer. In Multipath TCP, the TCP layer has been extended. Upwards, the Multipath TCP layer exposes an interface that is perceived as regular TCP by the application. Downwards, the Multipath TCP layer may set up multiple regular TCP connections. These may be bound to different IP addresses. The Multipath TCP layer aggregates the multiple TCP connections into a single Multipath TCP connection. The application does not need to be aware of which protocol stack is used.

Multipath TCP [2] is a set of extensions to standard TCP that allows connections to use multiple paths simultaneously. Multiple regular TCP connections, also known as subflows, are aggregated into a single Multipath TCP connection. Figure 5 compares the protocols stack of regular TCP with that of Multipath TCP.

Figure 6 shows an example of how a Multipath TCP connection can be established. It starts with the setup of a first subflow (steps 2-4). These steps consist of a three-way handshake, similar to the process in regular TCP. The only difference for Multipath TCP is that an MP_CAPABLE option is used in the TCP header. With this option, the device indicates to its peer that it is Multipath TCP capable and wants to use it (step 2). If the peer is also able to use Multipath TCP, it replies with a similar capability indication (step 3). As part of the three-way handshake, the endpoints also exchange security keys. After setting up the first subflow, both endpoints can exchange data over the connection (steps 6-7).

Once a Multipath TCP connection has been established, each endpoint may initiate the setup of an additional subflow. In the example shown in Figure 6, the device has two network interfaces. Each interface is associated with its own IP address. Here, the device takes the initiative to establish a second subflow via its second interface. Again, a three-way handshake is used to achieve this. But this time the option MP_JOIN is used to indicate that this is a new subflow that is to be joined to an existing Multipath TCP connection. A token (step 9), derived from the earlier received key (step 3), is used to correctly bind the two subflows. Additional authentication information is also exchanged to ensure the authenticity of both endpoints.

Once the new subflow has been established, both endpoints can use it to send and receive data. In our example, the device sends data to its peer (step 14). Note that the device needs to take an active decision regarding which subflow to use (step 13). How this decision is made is not defined in the standard, which gives the designer the freedom to implement the scheduling policy that is most appropriate for each case. Subflows may come and go for various reasons, such as connectivity problems. To ensure reliable, in-order delivery to the application, Multipath TCP uses a data sequence number that is carried in a Data Sequence Signal option (steps 6-7 and 13-15). Aside from ensuring in-order delivery, this number can be used in combination with the sequence numbers used by regular TCP at subflow level to execute retransmissions on different subflows, if needed. Multipath TCP can also

```
User space
In computer design, a distinction is made between kernel space and user space. Kernel space is where the operating system code runs - hardware device drivers, memory management and protocol stacks, for example. User space is where ordinary programs run. In designing our Multipath TCP solution, we chose to place a protocol stack (MPTCP) in user space rather than in kernel space. This routes the packet processing, because packets don’t need to travel from kernel space to user space. Instead, they go directly from the hardware interface to user space.
```

Figure 6 Establishment of a Multipath TCP connection
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ERICSSON IS PARTNERING WITH CPE VENDORS AND CHIPSET MANUFACTURERS SUCH AS INTEL TO ENSURE EFFICIENT IMPLEMENTATION OF THE MULTIPATH TCP CPE PROXY

An additional benefit of Multipath TCP is that it can be introduced incrementally. In particular, if the receiver of the first subflow’s TCP SYN does not support Multipath TCP, it will simply discard the capability option. It will reply with a TCP SYN ACK, but without adding the M TCP option, and the connection will be made with standard TCP.

The proxy-based approach to Multipath TCP access aggregation

Proxies make it possible to achieve the benefits of Multipath TCP for access aggregation without requiring Multipath TCP support in all end devices and internet servers. An additional benefit of proxies is that they give the service provider control over the scheduling of the traffic. In this way, service providers can ensure that the available access alternatives are used in the most efficient and cost-effective way. The use of proxies has already been recognized by the industry, and work has already been done and published by the Broadband Forum for heterogeneous access for specific services, or to force selected services to use only one of the available access links. All of this is possible with Multipath TCP as the IETF standard does not prescribe a specific traffic-steering method.

In an implementation, the optional CPE proxy will be integrated in a CPE such as a home or office router. This setup can be used in a residential or enterprise setting, and when it is in place, all devices connecting to the router will receive a faster and more reliable internet connection. Traffic steering can also be applied at the CPE proxy level to control the traffic in the uplink direction.

Ericsson is partnering with CPE vendors and chipset manufacturers such as Intel to ensure efficient implementation of the Multipath TCP CPE proxy. We also offer a reference design and a test lab environment for CPE vendors.

Carrier-grade Multipath TCP proxy implementation

One important requirement for a Multipath TCP proxy in the service provider network is the ability to support a high-performance, carrier-grade TCP solution for traffic aggregation. Figure 8 illustrates how Ericsson’s solution can be used as a Multipath TCP network proxy, which can be deployed in either a virtualized or non-virtualized environment.

Multipath TCP traffic can be aggregated in a CPE using one or several multipath TCP sessions. Here are some examples of how traffic can be aggregated:

1. **Network aggregation**: When the DSL link has reached its limit, any surplus traffic will be sent on another subflow – for example, on the LTE link. One configuration example is to send Multipath TCP traffic on one preferred subflow, such as the DSL link.
2. **Radio network aggregation**: This setup is often used in radio network-aware (RNA) scenarios. Mobile devices send all traffic on the RNA link until the limit of the RNA link is reached, then traffic is also sent on an LTE subflow.
3. **Network and radio network aggregation**: In this case, traffic is sent on both an RNA link and an LTE link.

Figure 8: Multipath TCP access aggregation

All components – including Multipath TCP functionality – are implemented in user space [8] to meet the capacity requirements. The TCP traffic can be accessed directly from hardware using the Data Plane Development Kit (DPDK) [8]. The packet distribution function is responsible for sending traffic to the Multipath TCP protocol stack, located in the user space on one or several central processing unit (CPU) cores.

The Ericsson solution implements Multipath TCP functionality as specified by the IETF [4], combined with a specifically designed TCP congestion control called TCP RNA (Radio Network Aware). TCP RNA is designed to utilize the mobile radio in an optimal way, and solves the equations for the correct congestion window by using measurements of the speed of the arriving TCP ACKs in conjunction with reactions of lost TCP segments. The benefits of TCP RNA are:

- Maximum utilization of available bandwidth for both uplink and downlink
- Reduced retransmissions using traffic shaping
- Controllable latency
- Avoiding bufferbloat

This solution is highly configurable and can be tailored to support multiple Multipath TCP use cases per access network. The traffic-steering settings are policy driven. One configuration example is to send Multipath TCP traffic on one preferred subflow, such as the LTE link. When the LTE link has reached its limit, any surplus Multipath TCP traffic will be sent on another subflow – most commonly the LTE link.

Another configuration example aims to optimize radio usage on a system-wide level. If Multipath TCP traffic is sharing radio spectrum with other non-Multipath TCP

Figure 7: Proxy-based approach for Multipath TCP access aggregation
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Traffic - from LTE-only mobile phones, for example - it might be preferable to avoid excessive use of the LTE link from Multipath TCP traffic. This can be achieved by configuring the TCP RNA for the LTE link to behave like background delivery. The result is that Multipath TCP traffic will back off when TCP RNA detects that the cell is congested, in favor of LTE-only traffic.

At times, it might be desirable to configure Multipath TCP for maximum throughput - when combining LTE with Wi-Fi access for fast file download, for example. In such a scenario, the solution can be configured to use round-trip-time-based (RTT-based) traffic steering. Such traffic steering is achieved by sending data over the subflow with the lowest RTT. If that link reaches its capacity limit and there is more data to send, the rest of the data is sent over the other subflow. If one subflow can handle all the data, only the link with the lowest RTT will be used.

Conclusion

Access aggregation is a viable option for service providers to boost bandwidth across the last mile in areas where it is too costly to increase the capacity of legacy access. Typical access aggregation scenarios are the combination of DSL with LTE or the combination of LTE with Wi-Fi. Multipath TCP, as specified by the IETF, is ideal for access aggregation in the last mile, as it is able to boost bandwidth significantly, while simultaneously increasing reliability and ensuring seamless connectivity.

Multipath TCP comes as a set of extensions to standard TCP. It leverages all of the benefits of TCP such as fairness, flow control and reliability, as well as allowing the use of multiple paths through a network simultaneously. Multipath TCP proxies allow service providers to use Multipath TCP for access aggregation without the need for end devices and internet servers to be aware of it.

Ericsson has created a Multipath TCP proxy that is tailored to the specific needs of service providers. It is carrier-grade, optimized for high traffic throughput and allows service providers to implement traffic-steering policies for the use of available access networks in the most cost-effective and efficient way.
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