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Abstract—Distribution of media data over the Internet is increasing in popularity and volume. This poses challenges not only for network operators but also for service providers when it comes to serving the demand in a cost-efficient way. In this paper, we approach this problem by investigating the potential of co-operative approaches where locality in space (users in the same network) and locality in time (concurrent downloads) are exploited such that as many requests as possible may be handled inside the access and metro networks. This approach may contribute not only to reducing transport costs (less traffic in core networks and at peering points) by but also improve the end user experience (by reduced round trip times and exclusion of some possible bottlenecks). To this end we develop a method to measure the possible gains from, firstly, optimal handling of concurrent downloads and, secondly, optimal utilisation local availability. We apply the method to BitTorrent data from two metropolitan access networks and find that the bandwidth savings amount to between 10% and 20% when optimising concurrent downloads and between 56% and 66% when exploiting local availability with a simulated network cache.

I. INTRODUCTION

Internet media applications, such as TV and music services, have a heavy impact on today’s networks, and there is a common understanding that the capacity demands will continue to increase at least over the next few years. In order to design service-optimized architectures for networks and protocols in future content delivery solutions, it is important to understand the interplay between network topology, service characteristics and user interests.

One solution is to keep the traffic more local, by using various locality-aware mechanisms, for example local caches and peer-to-peer offloading. Caches could be deployed at strategic points in the networks where devices may store data and where other devices may fetch the content from, or via transparent caching proxies. With peer-to-peer offloading, the content is fully or partly distributed between clients using software which also runs in a distributed fashion, most commonly on the client devices themselves. These solutions could be made locality-aware so that clients prefer peers that are geographically close to themselves.

These solutions have benefits for all parties in the content distribution chain, from content providers, through network operators, and finally to end customers. Content providers will benefit from reduced bandwidth costs as less traffic flows from their own servers. Network operators will see lower costs for peering as less external traffic is transited via other providers and, with local bridging enabled, for their core networks as less internal traffic is tromboned (none optimal routing/switching design) internally. Finally end customers may experience better QoS in terms of lower delay and higher throughput as content is fetched from nearby locations in their local network.

Inter ISP traffic analysis has been presented in, e.g., [1], where the focus is on traffic flows between ISPs but not the actual content. Various measurement studies of P2P applications have shown that there are large bandwidth gains for ISPs if caches can be implemented in the networks, see for example [2], [3], [4]. In [5], a university network was monitored for three days with focus on BitTorrent files. The analysis showed that 10.4%–18.2% of the content files could be downloaded locally. In [6], it was shown that up to 88% of the traffic for a P2P live video distribution could be kept locally within an ISP if the P2P application used a locality–aware peer selection scheme. Further, different locality–aware content fetching solutions have been proposed, with or without assistance from ISPs [7], [8], [9], [10], [11], [12].

The purpose of this paper is to investigate the extent to which traffic related to content such as videos, music etc. could be kept local. To this end we examine how the demand is distributed between users in access networks, especially focusing on shared user interests and the timing of content accesses. The minimum (exploiting only direct concurrency) and maximum (exploiting an infinite network cache) potential for bandwidth savings in realistic cases are evaluated.

The contribution of the paper is threefold. First, we analyse data from ordinary, residential users (as opposed to campus network users). Second, the data is collected close to the end users, which means that the measurement is rather distributed, and we can quantify the gains from relatively small user groups (on the order of thousands). Third, we propose a scheme for analyzing direct user concurrency and cache assisted concurrency of content demand. The measurement data is retrieved from Bit Torrent tracker traffic in two fiber based access networks in Sweden with residential users.

The measurement procedure and the networks are described in Section II-B. The BitTorrent protocol is described briefly in Sections III-A and III-B. The methods for post processing of data and for defining sessions are presented in Sections III-C and III-D. In Section III-E, we provide precise definitions of direct user concurrency and network assisted concurrency. Finally, our measurement results are presented in Section IV and the conclusions are given in Section V.
II. MEASUREMENT PROCEDURE AND NETWORKS

In this section, the measurements are described regarding the networks and the equipment used.

A. Networks

The data in this paper is collected in two residential metropolitan access networks in Sweden. The networks are fiber based, and provide connectivity to residential users, with connection speeds ranging from 1 Megabit per second (Mbps) to 100 Mbps. The networks are denoted network one and network two. Network one has a customer base of approximately 5000 households, and network two has 1500 households.

B. Measurement procedure

The measurements in this paper are performed by the network operators. Post processed data is made available to the researchers for analysis. The equipment for acquiring data is PacketLogic [13], a traffic management device capable of identifying IP traffic by deep-packet-inspection and deep-flow-inspection. A signature database is used for matching to the traffic characteristics. A large portion of the traffic is identified and matched to a signature, around 95%. The probe location in the networks is on the Internet edge, which means that all traffic between the metro network and the Internet is monitored.

There are several ways to retrieve statistics from the device. The most common way is to use the statistics database, which stores data per 5 minutes, per host and application (a host here is an IP number). In order to enable post processing of data, traffic matching certain conditions may be dumped to a pcap file. This has been the main method for collection of the statistics used in this study.

III. DATA PROCESSING AND SESSION CALCULATION

In this section the data processing procedure is described. Also specific characteristics of the BitTorrent protocol are described, since the understanding of this is essential for the processing procedure.

A. BitTorrent Info-hash

Each object distributed with the BitTorrent protocol is described in a “torrent” file which contains information about the content and information to bootstrap the download of the content. The content information includes a list of files (data chunks) and a list of hashes (of the data chunks), these hashes were in turn calculated from chunks of the original content. By hashing all the file chunk hashes, a unique hash of the entire content called the info-hash is obtained, cf. Figure 1. This means that the info-hash uniquely identifies the content, and it is therefore possible to know that two clients with identical info-hashes are downloading exactly the same content.

B. BitTorrent Tracker

Traditionally each client in the BitTorrent system would contact the BitTorrent Tracker to receive new peers that participate in the distribution of a BitTorrent file. This is still partly the case today, but only as one of several possible sources of peers as, e.g., modern clients also exchange peers directly between each other. For the work in this paper it is important to note that most clients still contact trackers and that this traffic can be intercepted by traffic analysers using deep packet inspection (DPI).

A BitTorrent client will send information to the tracker via HTTP GET messages, containing a set of parameters encoded in the request URL [14]. The most important of these parameters for this work is the “info_hash” parameter which specifies the info hash, which, as explained above, identifies the content that the client is downloading. Other interesting parameters in our case are “left”, “downloaded” and “uploaded”, which respectively specify the amount left to download, the downloaded amount and the uploaded amount. The BitTorrent client continues to send these messages after it has fully downloaded the content, as long as it keeps this content active and allows for uploading.

Besides specifying peers of the torrent session, the BitTorrent Tracker can also send other information e.g., how often a BitTorrent Client should perform re-request in order to get updated information. This information will be used, later on, in order to identify sessions for each unique user ID and content ID combination.

We remark that encrypted HTTP traffic cannot be analysed as above, but fortunately this seems to be quite uncommon among BitTorrent trackers.\(^1\) The results of this study should therefore not be greatly affected; even if some BitTorrent traffic may be left out of the measurements because of encryption, the locality results will be valid for the captured traffic.

C. Data processing

The measurement device described in Section II-B was configured to dump packets matching BitTorrent tracker traffic into PCAP packet dump files.

These files where downloaded from the collection point, and the addresses were anonymized. Data was analyzed by Wire-shark [15] and converted to XML after which the following parameters were extracted:

- The time when the request to the tracker was made.
- The source IP address of the client, hashed and salted to protect the privacy of individual users.
- The info hash that the request refers to.

\(^1\) A large random sample of trackers was downloaded, and it was found that none of them were HTTPS enabled. Nevertheless, encryption may be supported by some trackers.
• The amount of bytes downloaded, uploaded and left to download.

• The host name of the tracker.

The extracted information was inserted in an SQL database, and used in the next step as described below. Using the captured information, an approximation of size of the BitTorrent files was calculated, based on the maximum value of the “left” parameter reported by the BitTorrent clients. This gives a good estimation of file size, since a starting client will report the full size of content, as it has not yet started the actual download.

D. Session identification

In order to obtain detailed records of user activities, i.e., downloads or uploads of specific pieces of content, it is necessary to identify sessions for each combination of user (IP address) and content (info hash) delimited in time by a start time and an end time. A particular challenge in this context is that we must cater for the fact that users may turn off their computers temporarily (i.e., a single user-content combination may be described by multiple sessions). Our solution to this problem was to form user-content sessions from the extracted data in the following manner:

1) Extract all data points for (observations of) client A and info hash X, sorted by ascending time.

2) Set session starting time from the time of the first data point.
   a) Analyse next data point.
   b) Is the time stamp of the above data point within a time period $\alpha$ from the last data point?
      i) If yes, assume that the session continues, go to a.
      ii) If no, assume that the session has ended, insert the session in to the database and go to 2.

This calculation requires a parameter, $\alpha$ which represents the maximum time period between two data points for which the two data points can be considered to be part of the same session.

To find suitable values for $\alpha$ the “interval” parameter which is reported from the tracker was examined. This parameter specifies the recommended interval between tracker updates. The result of a small sample of data showed that, by far, the dominating choices for update interval were 30 minutes and no message specified a number higher than 100 minutes. We propose that $\alpha = 100$ minutes, and no message specified a number higher than 100 minutes. We propose that $\alpha = 100$ minutes, and no message specified a number higher than 100 minutes, and no message specified a number higher than 100 minutes.

E. Concurrency

Direct user concurrency and cache assisted concurrency are two concepts that may be exploited in a locality-aware mechanism. We define direct user concurrency as two users that download and/or upload the same content at the same time, and we define network assisted concurrency as one user downloading content that has already been downloaded and now exists in a cache located in operator domain of the network.

IV. RESULTS

A. Traffic measurements

The measurements were performed during 2011, for slightly over two months in network two, and slightly over three months in network one. The exact dates of the measurements are displayed in Table I.
B. General traffic characteristics

To see the role of BitTorrent we analysed both networks and found very similar results. For reasons of brevity we restrict ourselves to network two in what follows.

During the measurement period 2036 MAC addresses from 1399 households in network 2 generated 200 (320) TB of data in the inbound (outbound) direction. The significance of BitTorrent is clearly demonstrated by the fact that 46 (84) per cent of this was generated by BitTorrent in the inbound (outbound) directions respectively. File sharing thus made up 56 % of the downlink traffic, and 93 % of the uplink, as can be seen in Table II.

A similar picture is given in Table III which displays the average daily traffic for the measurement period, measured in Gigabytes (GB) per MAC seen during the entire measurement period, in total, for BitTorrent and for encrypted BitTorrent and separated by inbound (to the user) and outbound (to Internet). It is seen that the outbound traffic is dominating (2.3 GB per day compared with 1.4 GB inbound) and that this is entirely because of BitTorrent. We also note that the percentage of encrypted BitTorrent downloads is around 10% of the total BitTorrent downloads and about 14% of the uploads.

The traffic volume produced by an application does not reveal its popularity in number of users. To analyze this further, the number of users per day that used BitTorrent was calculated and compared to the overall number of users and we found that, averaged on a daily basis, 51% of the MAC addresses in network two used BitTorrent. This means that the application is not only dominant in terms of traffic volume, it also has a high penetration among users.

C. Demand patterns and popularity

This section describes the popularity distributions and the concurrency characteristics of the most popular objects. User request characteristics are commonly described by Zipf-like distributions. This is the case in our data as well. The frequency of downloads, averaged over each day of the measurement period, are shown in Figure 3 (left) versus the popularity rank of the objects in a log-log scale. Clearly, the most popular objects are totally dominant in the request characteristics, and the curve resembles a Zipf distribution (which manifests as a straight line in log-log).

The popularity over time is an important factor to characterize, in order to exploit concurrency. The objects in the trace show very different characteristics regarding the number of daily requests (sessions). The number of daily sessions in network 2 for the objects ranked 1, 3 and 4 by popularity respectively are shown in Figure 3 (right). Object 1 exhibits a rapid increase in popularity and then remains popular with a varying demand until it decays after around 25 days. Object 4 has a very low demand at first, then rapidly ramps up, and also decays after roughly 25 days. Completely different characteristics are shown by object 3, which is the only one of these three that is present at the start of the measurement and which is requested at quite a low frequency throughout the whole measurement period.

The concurrency patterns of objects 1 and 3 are also quite different, which is illustrated in Figure 4, where the number of concurrent sessions on a per second timescale is shown. Object 1 exhibits a high popularity in the beginning of its lifetime, and fades slowly to a state with only occasional requests. Object 3, however, hardly reaches up to a fourth of the amount of concurrent sessions as compared to object 1, but it maintains a certain level of popularity throughout the measurement period.

D. Concurrency and network assisted concurrency analysis

The post processing of the BitTorrent data revealed that 4821 (1848) distinct IP addresses requested 71612 (27018)
distinct BitTorrent hashes in network one (two) respectively. This accounted for 678194 (170564) unique sessions according to the definition of sessions in Section III-D.

We find that for network one, direct user concurrency could handle on average 18% of the requests (20% of the bandwidth, where the bandwidth savings are calculated as described in Section III-C.) Adding a network cache, i.e. exploiting network assisted concurrency, 56% of the requests (62% of the bandwidth) could be saved.

For network two, 10% of the requests (10% of the bandwidth) could be handled by fully exploited direct user concurrency and 66% of the requests (68% in terms of bandwidth) could be handled by adding network assisted concurrency. The numbers are summarized in Table IV.

V. CONCLUSIONS

In this paper, content demand patterns have been investigated in order to analyze the potential to keep traffic local within the metro access network. For this purpose, two metrics of concurrency were defined, namely direct user concurrency and network assisted concurrency, together with a method to estimate these metrics in live networks. The results were derived from detailed traffic measurements during more than two months in two metro access networks in Sweden. The application chosen for the analysis was non-encrypted BitTorrent, which has a high penetration (51% of MACs) among end users and generates a large amount (46% of downlink, 83% of uplink) of data. Our results show that a considerable amount of the content demands could be kept local, thereby lowering the load on the aggregation network, the core network and the peering links.

The larger network, network 1, showed a lower percentage (56%) of potential local content downloads (network assisted concurrency) compared to the smaller one, network 2, for which we noted 66%. This may sound counter intuitive, but the BitTorrent activity is higher in network 2, and this naturally yields higher possibilities for exploiting locally available content. The number of concurrent requests were 18% and 10%, for the two networks, respectively. This is the fraction of traffic that could have been kept local within the metro access network without adding any network cache, simply by utilizing the active local peers.

Looking closer at the concurrency pattern of individual objects, we showed that there were quite different characteristics among the most popular objects. Some exhibited a pattern of quick rise and steady fall in popularity, but there was also examples of steadily maintained popularity with no evident peak. This indicates that caching decisions are non-trivial, and that this data is useful for future work in on caching algorithms.
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